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ABSTRACT

Development of Internet of things (IoT) has revitalized the feature scale of wearables and smart home/city applications. The landscape of these applications encountering big data needs to be replotted on cloud instead of solely relying on limited storage and computational resources of small devices. However, with the rapid increase in the number of Internet-connected devices, the increased demand of real-time, low-latency services is proving to be challenging for the traditional cloud computing framework. Although, fog computing, by providing elastic resources and services to end users at the edge of network, emerges as a promising solution, but the upsurge of novel social applications such as crowd sensing has fostered the need for scalable cost-efficient platforms that can enable distributed data analytics, while optimizing the allocation of resources and minimizing the response time. Following the existing trends, we are motivated to propose a fog computing based scheme, called MIST (i.e. a cloud near the earth's surface with lesser density than fog), to support crowd sensing applications in the context of IoT. For cost-efficient provisioning limited resources, we also jointly investigate data consumer association, task distribution, and virtual machine placement towards MIST. We first formulate the problem into a mixed-integer non-linear program (MINLP) and then linearise it into a mixed integer linear program (MILP). A comprehensive evaluation of MIST is performed by consideration of real world parameters of the Tehran province, the capital of Iran. Results show that as the number of applications demanding real-time service increases, the MIST fog-based scheme outperforms traditional cloud computing.

1. Introduction

Rapid development of computational resources will enable the sensing, capturing, collection, and processing of real-time data from billions of connected devices, and can be envisaged to serve many different applications including wearable computing, smart metering, smart home/city, connected vehicles and large-scale wireless sensor network (Scuotto et al., 2016). It makes everything connected and smarter, and termed the Internet of things (IoT) (Chiang et al.).

IoT is expected to generate large volumes of sensor data (Qin et al., 2016). Due to popularity of Big Data technologies, processing these large volumes of data has become easier than ever. However, still there are some challenges. On one hand, smart devices faced challenges rooted from computation power, battery, storage and bandwidth, which in return hinder quality of services (QoS) and user experience. To alleviate the burden of limited resources on smart devices, cloud computing is considered as a promising computing paradigm, which can deliver services to end users in terms of infrastructure, platform and software, and supply applications with elastic resources at low cost (Botta et al., 2016). With the popularity of utility-based cloud computing, the tendency to collect a large amount of data has been increasing over the last few years (Ahmad et al., 2016).

On the other hand, Big Data today is currently characterized along three dimensions: volume, velocity, and variety. But, many IoT use cases, including smart cities, smart grids, and smart transportation, are naturally distributed (Arkian et al., 2014). This observation suggests adding a fourth dimension to the characterization of Big Data, namely, geo-distribution. Hence, there is a need for distributed intelligent platform at the edge that manages distributed computing, networking, and storage resources (Bonomi et al., 2014b). The latest trend of computing paradigm is to bring resources such as computation and storage close to data generating entities at the edge of networks (Ahmad et al., 2016), which motivates the promising computing paradigm of fog computing as a result of the prevalence of ubiquitously connected smart devices relying on cloud services (Bonomi et al., 2014b). Fog computing keeps data and computation close to end users at the edge of network, and thus provides a new breed of applications and services to end users with low latency, high...
bandwidth, and geo-distributed (Bonomi et al., 2014a). Fog computing is usually cooperated with cloud computing. As a result, things, fog and cloud together form a three layer service delivery model (as depicted in Fig. 1).

In the era of Big Data, fog computing can support edge analytics and stream mining, which can process and reduce data volume at a very early stage, thus cut down delay and save bandwidth (Yi et al., 2015). A good application of the fog for IoT big data is mobile crowd sensing (MCS) that is based on crowd sensing technologies. Crowd sensing technologies have been widely used to collect sensor data in different contexts in IoT paradigm (Jayaraman et al., 2015). In crowd sensing, the focus has been on monitoring large-scale phenomena that cannot be measured using information from a single individual. In an MCS, sensor data (e.g. noise level in an outdoor environment) can be collected from user’s mobile device (Ganti et al., 2011). The collected data can be used by applications in the cloud in their decision making process (e.g. determine the noise pollution level at an intersection in the city by fusing data from multiple devices).

1.1. Motivation

As discussed above, there is a need for an efficient architecture that can satisfy the aforementioned requirements to facilitate easy development of IoT mobile crowd sensing applications in the fog. Also, researchers tend to perform well and produce accurate results when filtered relevant data are provided. The most widely needed filtering conditions in the mobile crowd sensing applications are location awareness (i.e. spatial), activity awareness, time awareness (i.e. temporal), and energy awareness (Perera et al., 2015a). Besides, cloud provisioning and resource management are still interesting topics in fog computing environment (Endo et al., 2011). Resource provisioning is the systematic approach of allocating available resources to the needed clients over the network (Arkian et al., 2015). These resources should be allocated optimally to the applications which are running in the virtualized environment. But, selecting suitable solutions from a set is not a trivial task due to the dynamicity, geo-distribution, and all the other different requirements relevant to the fog environment.

Based on the aforementioned problems we highlight the importance of addressing three research challenges:

1. The importance of using fog (i.e. processing data locally before transmitting to the cloud).
2. The importance of having context-aware platform (i.e. filtering data and conditions in mobile crowd sensing platform and producing accurate results).
3. The importance of optimum utilizing devices with low level computational and storage capabilities (i.e. efficient resource provisioning).

1.2. Our contribution

In this paper, we propose a fog-based data analytics scheme with cost-efficient resource provisioning for IoT crowd sensing applications which we call it MIST (i.e. a cloud near the earth’s surface with lesser density than fog). The main contributions of this research are listed below.

- First, we propose a new fog-based communication scheme for IoT with a new platform structure which is customized for fog-based mobile crowd sensing in smart city applications of IoT.
- Then, we study a cost efficient resource provisioning problem with guaranteed QoS in the fog architecture. We formulate the cost minimization problem in a form of mixed-integer non-linear programming (MINLP) with joint consideration of data consumer association, task distribution, and virtual machine (VM) placement.
- To deal with the high computational complexity of solving MINLP, we also linearize it as a mixed-integer linear programming (MILP) problem.
- Finally, we consider a simulation of the essential nodes (i.e. data generators, data consumers, fog nodes, and data centres) in the Tehran province as the highest populated province of Iran, the respective population of people using Internet services, and the corresponding geographic location of the data centres. Then, we perform a comparative performance evaluation of cloud computing with that of fog computing for a city with a high number of Internet-connected devices demanding different services.

1.3. Organization

The remainder of the paper is organized as follows. In Section 2, we present some background material and review related literature. The proposed scheme and its components are discussed in Section 3. Section 4 shows the resource provisioning optimization approach proposed in cost-efficient manner. In Section 5, we evaluate the performance of the proposed fog-based scheme in comparison with the conventional cloud through simulation. Finally, Section 6 concludes the paper. Linearisation of the MINLP problem that discussed in Section 4, are presented in Appendix A.

2. Related works

2.1. Internet of things

Recent research has spawned the concept of IoT that connects billions of things across the globe to the Internet and enables machine to machine (M2M) communication among these devices (Diaz et al., 2016). IoT framework is a dynamic and persuasive platform for data storage, computation, and management (Cavalante et al., 2016).

Different IoT solutions have been proposed in the literature (Perera et al., 2015b). Most of them are focused on the smart home/city domains. A number of generic platforms are being developed (e.g. Ninja Blocks (Schappi, 2013)), and SmartThings (P.G. Corporation, 2013)) to support applications in the domains of the smart home and the smart city.

Cities also have large concentrations of resources and facilities (Scuotto et al., 2016). ParkSight (I. Streetline, 2014) is a parking management technology designed for smart cities. Context information is retrieved through sensors (i.e. magnetometers) embedded in parking slots. Streetbump (Bits, 2013) is a crowd-sourcing project that helps residents to improve their neighbourhood streets. Volunteers use the Streetbump mobile application to collect road condition data while they drive. The data are visualized on a map to alert residents regarding real-time road conditions. The collected data provide governments with real-time information with which to fix problems and plan long-term investments.
2.2. Cloud computing

To provision the resource management and heavy computational potential to the applications, IoT leans highly on cloud computing (Botta et al., 2016). Over the last few years, a good number of works on cloud computing illustrate the detailed underlying process behind the provisioning of cloud services (Cavalcante et al., 2016). Today, cloud computing is a technology that can be defined as a tool which provides enormous benefits to their end users (Agarwal et al.). It is an on-demand service model which is remotely available to users, highly scalable and allocates resources to the users. Cloud computing offers various services as on-demand self-service, broad network access, resource pooling, rapid elasticity, and measured service. Cloud computing has a number of benefits such as reduced cost, increased storage, flexibility, reduced time for implementation, and shortened time life cycle (Agarwal et al.).

2.3. Fog computing

First time, Cisco proposed the revolutionary concept of fog computing in Bonomi et al. (2014b). The fog vision was conceived to address applications and services that do not fit well the paradigm of the cloud (Bonomi et al., 2014b). They include: (1) applications that require very low and predictable latency (e.g. video conferencing), (2) geo-distributed applications (e.g. pipeline monitoring), (3) fast mobile applications (e.g. vehicular communication), and (4) large-scale distributed control systems (e.g. smart traffic light systems).

Sarkar et al. (2015) assess the applicability of the fog computing paradigm to serve the demands of different applications in the context of IoT. Tang et al. (2015) proposed a hierarchical distributed fog computing architecture for Big data analysis in the smart cities. In Ahmad et al. (2016), a novel fog-based framework for health and wellness applications was introduced called HealthFog. Hong et al. (2013) designed a programming model to support large-scale IoT applications through mobile fog computing. The model supports the service provisioning to geographically scattered, latency-sensitive applications. Recent researches, however, have revealed some of the important aspects of fog computing. The importance and applicability of fog computing was assessed by Preden et al. (2015) at a superficial level. Do et al. (2015) and Aazam and Huh (2015) have inspected the different intricacies of resource allocation in a fog computing framework.

2.3.1. Fog nodes

Fog nodes are heterogeneous in nature. They range from high-end servers, edge routers, access points, set top boxes, and even end devices such as vehicles, sensors, mobile phones, etc. (Yi et al., 2015). ParaDrop (Willis et al., 2014) is a new fog computing architecture on gateway (i.e. WiFi access point or home set-top box), which is an ideal fog node choice due to its capabilities to provide service and its proximity at the network edge. Cloudlet (Satyanarayanan et al., 2015), like a second-class data centre, is able to provide elastic resources to nearby mobile devices, with low latency and large bandwidth. Zhu et al. (2013) have provided dynamic customizable optimization for web applications based on client devices and local network conditions collected by fog nodes.

2.4. Resource provisioning

Resource selection may be done using optimization algorithms. Many optimization strategies may be used, from simple and well-known techniques such as simple heuristics with thresholds or linear programming to newer, more complex ones, such as Lyapunov optimization (Urgaonkar et al., 2010). Agarwal et al. (2010) define a system called Volley to automatically migrate data across geo-distributed data centres. This solution uses an iterative optimization algo-rhythm based on weighted spherical means. Also, Gu et al. (2015) to solve the problem of the unstable and long-delay links between the cloud data centre and medical devices in the medical cyber-physical systems (MCPSs), integrate fog computation and MCPS and build fog computing supported MCPS (FC-MCPS).

3. Fog-based mobile crowd sensing (MCS) scheme

As identified in the previous sections, there is a need for an efficient architecture to facilitate easy development of IoT crowd sensing applications in the fog. Also, researchers tend to perform well and produce accurate results when filtered relevant data are provided. The most widely needed filtering conditions in the mobile crowd sensing applications are location awareness (i.e. spatial), activity awareness, time awareness (i.e. temporal), and energy awareness (Perera et al., 2015a). Therefore, in this section, we first will discuss about a use case for IoT crowd sensing applications, and then we will propose a customized fog architecture and its corresponding platform to facilitate all of these conditions. The proposed scheme has the potential to form the basis for crowd sensing in smart city applications, which have become very popular and have a clear commercial advantage.

3.1. A use case for IoT crowd sensing applications

An example scenario of smart city is monitoring citizen activity (as depicted in Fig. 2). The aim of such an application in a smart city environment is to determine the activity of users in an outdoor park. In this scenario, the key requirements include: (1) ability to perform a task on demand, in this example, capturing data within a given location from users who are involved in certain activities; (2) ability to perform local data analytics, in this example, activity recognition on-the-fly; (3) ability to store analysed data locally in the fog that can be queried later by the cloud (for applications that does not require instantaneous insights); and (4) ability to use an energy-efficient strategy for continuous monitoring and data upload to the cloud. This scenario is a typical example of a mobile crowd sensing application and can be extended to many such crowd sensing-based smart city application scenarios, such as monitoring air pollution by mounting sensing component on buses, cars, trams, or mobile phone; and determining noise pollution in subways using an individual’s mobile smart phone as a sound meter, etc. (Hasenfratz et al., 2012).

In the following, our intent is to propose a fog-based scheme that addresses all, or at least the vast majority of the IoT requirements in these applications.

3.2. Customized fog architecture

In this section, we present a high-level overview of our customized architecture. The architecture is designed in a layered model (as depicted in Fig. 3) comprising data generators (DG), fog computing (FC), cloud computing (CC) and data consumers (DC) layers that will be introduced in the following.

3.2.1. Data generators layer

In the customized architecture, layer1 is the edge of network and called as data generators (DG) layer. DG Layer is the sensing network, which contains numerous non-invasive, highly reliable, and low cost sensory nodes, smart mobile devices capturing situational context information from the user and his/her environment, microsized processing platforms (e.g. raspberry pi mounted on buses) and any other Internet connected device. Those entities can be widely distributed at various public infrastructures to monitor their condition changes over time. Note that massive sensing data streams are generated from these sensors that are geo-spatially distributed, which have to be processed as a coherent whole. DG Layer filters the data to be consumed locally (e.g. by actuators), and sends the rest to the higher
Fig. 2. Monitoring citizen activities in smart cities. The aim of such an application is to determine the activity of users in an outdoor park.

Fig. 3. Proposed four layer fog architecture. Data consumers can submit their requests to the other three layers and get corresponding services.
layers. The captured data can also be augmented with situation information like time, temperature, date. Note that context awareness allows to eliminate a significant amount of uninterested data from communicating over limited network resources. Hence, the data are expected to be collected based on context information and conditions provided by the data consumers.

3.2.2. Fog computing layer
The nodes at the edge (Layer1) forward the raw data into the next layer, fog computing (FC) layer, which is composed of many low-power and high-performance computing nodes or smart mobile devices. Each node is connected to and responsible for a local group of sensors that usually cover a neighbourhood or a small community, performing data analysis in a timely manner. The output of the fog layer has two parts: the first are reports of the results of data processing to the upper layer for large-scale and long-term behaviour analysis and condition monitoring, while the second is simple and quick feedback control to the local data consumers. For example, in a smart city, if one segment of the gas pipeline is experiencing a leakage or a fire, these computing nodes will detect the threat and call control centre to shutdown the gas supply to this area.

3.2.3. Cloud computing layer
While fog provides localization, therefore enabling low latency and context awareness, the cloud provides global centralization. Many applications require both fog localization and cloud globalization, particularly for Big Data analytics.

The top layer in the customized architecture is a cloud computing layer, providing city-wide monitoring and centralized control. Complex, long-term, and city-wide behaviour analyses can also be performed at this layer, such as large-scale event detection, long-term pattern recognition, and relationship modelling, to support dynamic decision making. This allows municipalities to perform city-wide response and resource management in the case of a natural disaster or a large-scale service interruption.

3.2.4. Data consumers layer
Wide range of data consumers can be considered for the IoT services, from actuators and individual users to insurance companies, educational institutes and to city council and research organizations. As illustrated in Fig. 3, the data consumers layer is perpendicular to the other three layers. The reason is that data consumers can submit their requests to the other three layers and get corresponding services.

3.3. Fog-based MCS platform
In this section we discuss about the components of the proposed fog-based MCS platform (as presented in Fig. 4), and explain in detail how the objectives are met. Note that the proposed platform leverages the strengths of some related researches namely context-aware open mobile miner (CAROMM) (Sherchan et al., 2012), on-demand mobile distributed sensing platform (C-MOSDEN) (Perera et al., 2015a) and scalable energy-efficient distributed data analytics platform (CARDAP) (Jayaraman et al., 2015).

3.3.1. Fog resources tier
As discussed earlier, fog nodes are heterogeneous in nature. They range from high-end servers, edge routers, access points, set-top boxes, and even end devices such as vehicles, sensors, mobile phones, etc. The different hardware platforms have varying levels of RAM, secondary storage, and real estate to support new functionalities. The platforms run various kinds of OSes and software applications, resulting in a wide variety of hardware and software capabilities. The fog network infrastructure is also heterogeneous in nature, ranging from high-speed links connecting enterprise data centres and the core to multiple wireless access technologies (e.g. 3G, 4G, WiFi, etc.) towards the edge.

3.3.2. Fog abstraction tier
The fog abstraction layer hides the platform heterogeneity and exposes a uniform and programmable interface for seamless resource management and control. The tier provides generic APIs for monitoring, provisioning and controlling physical resources (i.e. storage, compute and networking resources). Moreover, the tier includes necessary techniques that support virtualization, specifically the ability to run multiple OSes or service containers on a physical machine to improve resource utilization. Virtualization enables the abstraction tier to support multi-tenancy. The tier also exposes generic APIs to specify security, privacy and isolation policies for OSes or containers belonging to different tenants on the same physical machine.

3.3.3. Fog service management tier
The service management tier provides dynamic, policy-based life-cycle management of fog services. The Management functionality is as distributed as the underlying fog infrastructure and services. Managing services on a large volume of fog nodes with a wide range of capabilities is achieved with the following technology and components.

- **Foglet**: The Foglet agent uses abstraction tier APIs to monitor the health and state associated with the physical machine and services deployed on the machine. This information is both locally analysed and also pushed to the distributed storage for global processing. Foglet is also responsible for performing life-cycle management activities such as standing up/down guest OSes, service containers, and provisioning and tearing down service instances, etc.

- **Distributed database**: A distributed database, while complex to implement is ideal for increasing fog’s scalability and fault-tolerance. The distributed database provides faster (than centralized) storage and retrieval of data. The database is used to store both application data and necessary meta-data (e.g. fog node’s hardware and software capabilities, health information, etc.) to aid in fog service management.

- **Policy manager module**: The service management tier provides policy-based service routing, i.e., routes an incoming service request to the appropriate service instance that conforms to the relevant business policies. The framework achieves this with the help of the policy manager module. Administrators interact with the service management tier via an intuitive dashboard-style user interface (UI). Administrators enter different policies (e.g. QoS, service configuration, security, etc.), manage, and monitor the fog platform through this UI.

3.3.4. Applications APIs
The fog software framework exposes some APIs that applications use to effectively leverage the fog platform. These APIs are broadly classified into data and control APIs. Data APIs allow an application to leverage the fog distributed data store. Control APIs allow an application to specify how the application should be deployed on the fog platform.

3.3.5. Data collector module
The Data Collector Module of the proposed platform uses plugins and virtual sensors to interface with data generators. The plugin and virtual sensors together enable integration of heterogeneous data sources to the platform. The virtual sensor is an abstract representation of a physical/logical sensor in the proposed system.

3.3.6. Activity-aware module
The activity-aware module is capable of recognizing different activities. Users can combine these activities to build different types of queries. STAR framework (Abdallah et al., 2012) (stands for stream learning for mobile activity recognition) is a good example. STAR is an adaptive framework for activity recognition that incrementally learns from evolving data stream.
3.3.7. Location-aware module

The location-aware module is capable of recognizing when the device moves into a certain area and moves away from a certain area. Location awareness can also be combined with other sensing parameters. Sensor data retrieved by different plugins can be referred in different queries.

4. Cost-efficient resource provisioning optimization approach

As mentioned in the previous section, in order to fully manifest the distributed architecture, the fog platform leverages a provisioning mechanism for scalable and automatic resource management. The resources may classes:

- Computing, requiring the selection of hyper-visors in order to virtualize both the computing and I/O resources.
- Storage, requiring a virtual file system and a virtual block and/or object store.
- Networking, requiring the appropriate network virtualization infrastructure (e.g. software defined networking technology).

Generally, there are four fundamental challenges inherent to resource allocation that need special emphasis in fog-based platforms (Endo et al., 2011): resource modelling, resource offering and treatment, resource discovery and monitoring and also resource selection.

First, the provider faces the problems grouped together in the abstraction phase, where the provider should model resources according to the kind of service(s) it will supply and the type of resources it will offer. The next two challenges are faced in the scope of the operational phase. When requests arrive, a resource allocation system should be aware of the current status of resources in order to determine if there are available resources in the fog that could satisfy the present request. With information regarding fog resource availability at hand, a set of appropriate candidates may be highlighted. Based on the above information, a resource allocation system is then able to optimize already allocated resources, and can also elect available resources to fulfill future demands. The resource selection process finds a configuration that fulfills all requirements and optimizes the usage of the infrastructure.

Resource selection strategies fall into a priori and a posteriori classes. In the a priori case, the first allocation solution is an optimal one. To achieve this goal, the approach should consider all variables influencing the allocation. For example, considering virtual machine (VM) instances being allocated, the optimization approach should figure out the problem, presenting a solution (or a set of possibilities) that satisfies all constraints and meets the goals (e.g. minimization of reallocations) in an optimal manner. In an a posteriori case, once an initial allocation that can be a suboptimal solution is made, the provider should manage its resources in a continuous way in order to improve this solution. If necessary, decisions such as to add or reallocate resources should be made in order to optimize the system.

Fig. 4. Proposed fog-based MCS platform.
As illustrated in Fig. 5, we consider an IoT network, as an undirected graph \( G = (N, E) \), where the node set \( N \) includes both the data consumers set \( D \) and the fog nodes set \( F \) (i.e. \( N = D \cup F \)), while the edge set \( E \) represents the links between nodes. There is a link between consumer \( d \in D \) and fog node \( f \in F \) if and only if they are in the communication range of each other. Let binary variable \( Q_{df} \), indicate whether fog node \( f \) is reachable from user \( d \) or not. Without loss of generality, assume that all fog nodes are reachable from each other. However, the fog nodes may be located with different distances (e.g. number of hops) with each other. For fog node \( f \in F \), let \( C^u_f \) denote the upload cost and \( C^r_f \) be the inter-fog communication cost between fog nodes \( f \) and \( f' \). In this paper, we assume that the transmission delay \( D_{df} \), on \( e_{df} \), is given in advance.

For upload communications, we assume that a bandwidth unit set \( U \) is available at each fog node. Without loss of generality, all the fog nodes are with the same number of bandwidth units and all the bandwidth units are with the same size. We assume that fog node \( f \) in the network is associated with storage and computation resources with the capacity of \( RS_f \) and \( RC_f \), respectively. To host a virtual machine (VM) for application \( a \) at fog node \( f \), a rental cost \( C^a_f \) is charged per time unit.

A data consumer \( d \in D \) may run different applications at the same time. We denote the application set in the whole system as \( A \). For each application, the sensed data from involved data generators shall be periodically uploaded to the associated fog node. The uploading events happen randomly and follow a Poisson distribution (Gündüz and Özsu, 2003). Let \( \eta^d_a \) be the average data arrival rate of application \( a \) from consumer \( d \). The uploaded data can be processed at any fog node \( f \) and \( f' \), as long as there exists a corresponding VM. Most of the fog applications are usually delay-sensitive and ask for certain QoS in terms of delay. We denote the maximum tolerable delay for application \( a \) as \( T^a \).

### 4.2. Problem statement

Our objective is to minimize the overall unit cost for deploying fog architecture to guarantee the required QoS of all applications from data consumers. As mentioned, cost-diversity exists among fog nodes. It is desirable to associate all data consumers to the fog node with the smallest upload communication cost. However, the number of connections is limited by the number of bandwidth units. On the other hand, a virtual machine (VM) usually requires certain resources to ensure the QoS while the resource capacities of a fog node are limited. Also,
placing all VMs in the associated fog node help to reduce the inter-fog communication cost. But it is not efficient since the VM deployment cost of the associated fog node might be significantly higher and therefore is not ignorable. Finding the fog node association solution and an appropriate set of fog nodes to host the VMs for each application is a key issue to cost minimization. Because sensed data from data generators shall be routed from consumer-associated fog node to the fog node with the corresponding VM, it is indispensable to investigate the consumer association, task distribution and VM deployment towards cost-efficient fog architecture.

4.3. Problem formulation

In this section, we present an MINLP formulation on the minimum cost problem with the joint consideration of data consumer association, task distribution, and VM placement. Fig. 6 shows how different defined binary variables denote in the formulation.

4.3.1. Constraints of data consumer association

The binary variable \( \alpha_{df} \), for all \( d \in D \) and \( f \in F \), denotes whether data consumer \( d \) is associated with fog node \( f \) or not, i.e.,

\[
\alpha_{df} = \begin{cases} 
1, & \text{if data consumer } d \text{ is associated with fog node } f, \\
0, & \text{otherwise}.
\end{cases}
\]

(1)

It is worth noting that the data consumer \( d \in D \) can only be associated with a fog node \( f \in F \) if and only if \( f \) is reachable from data consumer \( d \) (i.e. \( Q_{df} = 1 \)). In general, this can be expressed as

\[
\sum_{u \in U} a_{du}^{n} \leq Q_{df}, \quad \forall \ d \in D, \ f \in F.
\]

(2)

To granulate the QoS of all applications from all data consumers, one premise is that every consumer must be associated with one and only one fog node as follows:

\[
\sum_{f \in F} \alpha_{df} = 1, \quad \forall \ d \in D.
\]

(3)

To associate a data consumer to a fog node, bandwidth units must be allocated for the communications between them. Let \( a_{u}^{d} \in [0,1] \) represents allocation of bandwidth unit \( u \) at fog node \( f \) to consumer \( d \):

\[
\alpha_{df} = \begin{cases} 
1, & \text{if bandwidth unit } u \text{ at fog node } f \text{ is allocated to consumer } d, \\
0, & \text{otherwise}.
\end{cases}
\]

(4)

A consumer \( d \) can be associated with fog node \( f \) when one or more bandwidth units at fog node \( f \) are allocated, i.e.,

\[
\sum_{u \in U} a_{u}^{d} \leq \alpha_{df} \leq \sum_{u \in U} a_{u}^{d}, \quad \forall \ d \in D, \ f \in F, \ u \in U.
\]

(5)

There is no restriction on the number of bandwidth units allocated to a consumer from a fog node; but one bandwidth unit can be only allocated to at most one consumer. Thus we have:

\[
\sum_{u \in U} a_{u}^{d} \leq 1, \quad \forall \ f \in F, \ u \in U.
\]

(6)

4.3.2. Constraints of task distribution

The data uploaded at the consumer-associated fog node can be processed at any fog node in the system. Let \( \beta_{ad}^{f} \) for all \( a \in A, f \in F \) and \( f' \in F \) represents whether data for application \( a \) uploaded through fog node \( f \) is then processed in fog nodes \( f' \), i.e.,

\[
\beta_{ad}^{f} = \begin{cases} 
1, & \text{if data for } a \text{ from fog node } f \text{ is processed in } f', \\
0, & \text{otherwise}.
\end{cases}
\]

(7)

where \( f' \) can be equal to \( f \) if the data is processed directly at the consumer-associated fog node. Since data is uploaded through fog node \( f \) and then processed in fog node \( f' \), \( \beta_{ad}^{f} \) and \( a_{df} \) have the following relationship

\[
\beta_{ad}^{f} \leq \sum_{u \in U} a_{u}^{d}, \quad \forall \ a \in A, \ f' \in F.
\]

(8)

which indicates that fog node \( f \) can distribute application data to fog node \( f' \) only when it is associated with application consumers.

Using \( r_{ad}^{f} \) denote the data rate of application \( a \) routed from fog node \( f \) to fog node \( f' \) for processing, we obtain the relation between \( r_{ad}^{f} \) and \( \beta_{ad}^{f} \), as:

\[
\frac{r_{ad}^{f}}{N} \leq \beta_{ad}^{f} \leq \frac{r_{ad}^{f}}{N}, \quad \forall \ a \in A, \ f, f' \in F.
\]

(9)

where \( N \) is an arbitrarily large number.

To ensure that all uploaded data are completely processed, for each application the total data received from data consumers through fog node \( f \) shall be equal to data finally processed at all fog node \( f' \), i.e.,

\[
\sum_{d \in D} r_{ad}^{f} a_{df} = \sum_{f' \in F} r_{ad}^{f'}, \quad \forall \ f \in F, \ a \in A.
\]

(10)

4.3.3. Constraints of virtual machine (VM) Placement

Let binary variable \( \delta_{af}^{f} \) indicate whether a VM of application \( a \) is hosted by fog node \( f \) or not. If data of application \( a \) is processed in \( f' \) (i.e. \( \beta_{ad}^{f} =1 \)), a corresponding VM must be deployed in \( f' \). So, we have

\[
\delta_{af}^{f'} \leq \delta_{af}^{f}, \quad \forall \ a \in A, \ f, f' \in F.
\]

(11)

A fog node can process data stream of application \( a \) if and only if a VM for \( a \) is deployed on it. Thus, we have

\[
\frac{Q_{df}}{N} \leq \delta_{af}^{f} \leq NL_{af}, \quad \forall \ a \in A, f' \in F.
\]

(12)

According to the resource limitation of a fog node (i.e. hard disk and computational unit), the total VM resource requirements at \( f' \) shall not exceed its capacity. Therefore, we have
\[ \sum_{a \in A} \beta^a R S^a \leq RS^a, \quad \forall f' \in F. \quad (13) \]

and

\[ \sum_{a \in A} \delta^a \nu^a \leq RS^a, \quad \forall f' \in F. \quad (14) \]

where \( \delta^a_f \) is the processing speed for application \( a \) and \( \nu^a \) is a scaling factor to indicate the relation between processing speed and allocated computation resource.

### 4.3.4. Constraints of QoS

According to the data analysis procedure in the proposed fog architecture and as depicted in Fig. 8, the sensed data meet three stages:

1. uploading to the consumer-associated fog node \( f \),
2. transferring from fog node \( f \) to \( f' \),
3. processing at \( f' \).

As illustrated in Fig. 7, all of these stages influence the overall delay and hence the QoS. The upload data rate \( r_{df} \) at fog node \( f \) for consumer \( d \) is related to the number of allocated bandwidth units and thus can be calculated as

\[ r_d = \sum_{a \in A} \alpha_d^a R_d, \quad \forall d \in D, \quad f \in F, \quad (15) \]

from which we can observe that the more bandwidth units are allocated to a data consumer, the higher data rate can be achieved. We obtain upload delay for application data with length \( \zeta^a_d \) as follows:

\[ \omega \zeta^a_d = \frac{\omega}{r_d}. \quad (16) \]

We assume that the data received by the consumer-associated fog node from consumers will be distributed to fog nodes with corresponding VMs following Uniform distribution. Thus, the data arrival in each fog node can also be regarded as a Poisson process. We define \( \gamma^a_f \) and \( \gamma^a_{f'} \) as the average arrival rate of data from consumer \( d \) to fog node \( f \) and the one from fog node \( f \) to fog node \( f' \), respectively. The data processing procedure in fog node \( f' \) for application \( a \) can be viewed as a queuing system with the average arrival rate \( \sum_{a \in A} \gamma^a_{f'} \) and service rate \( \delta^a_f \). Based on the below condition the queuing system is stable:

\[ \sum_{a \in A} \gamma^a_{f'} \leq \delta^a_f. \quad (17) \]

Under the existence of stability condition in the steady state, the expected processing delay \( \omega \gamma^a_{f'} \) at each fog node can be written as:

\[ \omega \gamma^a_{f'} = \frac{1}{\delta^a_f - \sum_{a \in A} \gamma^a_{f'}}. \quad (18) \]

Therefore, as depicted in Fig. 7, the overall expected delay for application \( a \) from consumer \( d \) going through \( f \) and \( f' \) is

\[ \omega \gamma^a_{f'} = \omega \gamma^a_f + \omega \gamma^a_{f'}, \quad (19) \]

To satisfy the QoS requirement, the overall expected delay \( \omega \gamma^a_{f'} \) for any application and any consumer shall not exceed the application delay constraint \( \omega^a \). This leads to

\[ \omega \gamma^a_f + \omega \gamma^a_{f'} + \omega \gamma^a_{f'} \leq \omega^a, \quad \forall a \in A, \quad d \in D, \quad f, \quad f' \in F. \quad (20) \]

By taking (16) and (18) into (20), we further have
4.4. An MINLP formulation

When the bandwidth units are exclusively allocated to a consumer, the upload cost is determined by the upload rate $r_{df}$ regardless of the data volume. On the other hand, the inter-fog communication cost is determined by the actual network traffic as $f_{gbd}$. Hence, the total communication cost can be calculated as

$$
C_{\text{com}} = \sum_{d \in D} \sum_{f \in F} C_f r_{df} + \sum_{f \in F} \sum_{d \in D} C_d f_{gbd}.
$$

Besides the communication cost, the total cost also take the VM deployment cost into consideration, i.e.,

$$
C_{\text{total}} = \sum_{d \in D} \sum_{f \in F} p_d^c C_f + C_{\text{com}}.
$$

Our goal is to minimize the overall cost by choosing the best settings of $a_{df}, a_{df}^r, b_{df}^r, b_{df}^p, b_{df}^u, c_{df}$, and $d_f$. By summarizing all constraints discussed above, we can formulate this cost optimization as a mixed-integer nonlinear programming (MINLP) problem.

\[ \text{MINLP}: \min \text{(23)}, \]

\[ \text{s.t.} \ (2), (3), (5), (6), (9)-(14), (17), (21), \]

\[ a_{df}, a_{df}^r, b_{df}^r, b_{df}^p, b_{df}^u, c_{df} \in (0, 1), \]

\[ \forall a \in A, d \in D, f \in F, \]

\[ \text{To prevent the diversion from the main focus of the paper, we will discuss about the linearisation of the MINLP problem in Appendix A.} \]

5. Performance evaluation

5.1. Simulation setup

Modelling and simulation is the important tool to measure and evaluate the performance of any cloud model (Ahmed and Sabyasachi, 2014). In this section, we discuss about the network setup, power consumption, and the cost variables corresponding to the fog computing framework in comparison with the conventional cloud.

5.1.1. Network assumptions

As mentioned in Section 4.1, the set of essential nodes of the fog include the sets of the fog nodes $F$, and the data consumers $D$. We also define the cloud data centre set $C$ in this section. We consider a deployment of these essential nodes in the Tehran province as the highest populated province of Iran (Brinkoff, 2016), the respective population of people using Internet services (M.M. Group, 2016), and the corresponding geographic location of the data centres (DCs), as shown in Table 2 and Fig. 9, respectively. A matrix, namely $\text{LC}$, stores the relative Euclidean distance between any pair of cities of Tehran province based on Table 3.

The data traffic generated from the cities will be proportional to the population of Internet users of the corresponding city. Data from the cloud transmission ratio, mathematically represented by the variable $\beta_f$, stores the relative Euclidean distance between any pair of cities of Tehran province based on Table 3.

The data traffic generated from the cities will be proportional to the population of Internet users of the corresponding city. Data from the data generators are transmitted to the fog computing layer in the form of packets. These packet sizes typically vary between a minimum of 34 bytes (i.e. header + frame check sequence (FCS) only) to a maximum of 65 550 bytes. The instruction size is taken as 64 bits. The packet arrival is considered to follow a Poisson distribution with the mean packet arrival rate being 1 packet per node per second. Communication between the fog nodes and the cloud computing layer are assumed to take place through bandwidth unconstrained channels. However, the capacity of the links between data generators and fog nodes is considered to be 1 Gbps. On the other hand, the inter-fog communication link capacity is taken as 10 Gbps.

5.1.2. Entities assumptions

The total number of data generators in the system is treated as a variable, within the range [10 000,100 000], to assess the system performance against varying network conditions. The number of data generators in each of the cities is taken as proportional to the population of Internet users of the city. The data generators transmit their data through access points distributed within each city.

The number of data centres in Tehran province is considered to be 8. The pair-wise Euclidean distances between the data centres are stored in the matrix $\text{LD}$. Each data centre is assumed to accommodate the varied number of IoT devices within the discrete set (16 000, 32 000, 64 000, 128 000), based on the network traffic is processed.

5.1.3. Power and cost assumptions

The power consumed by the different network, computing, and storage elements is used to compute the overall power consumption of the system. The power consumed by each 1 Gbps and 10 Gbps router is taken as 20 W and 40 W, respectively (Larumbe and Sansò, 2013). Each 3-layer network switch and storage component consumes 350 W and 600 W, respectively (Larumbe and Sansò, 2013). The fog computing devices, within a fog node, consumes a total of 3.7 W collectively. Power consumption by the cloud data centres is taken to be proportional to the IoT devices within those, and taken from the range (9.7, 19.4, 38.7, 77.4) MW.

For analysis of the operational cost, we define the cost of the different component elements. Each 1 Gbps and 10 Gbps router port costs $50/year. The cost for each server is taken as $4000/year (Larumbe and Sansò, 2013). The uploading cost for each GB of data is taken as $0.12, and the storage cost per GB of data is taken uniformly from within the range [0.45–0.55]/hour. The electricity cost is taken as uniformly distributed between $30/MW h and $70/MW h (Larumbe and Sansò, 2013).

5.2. Results analysis

In details of the results obtained in terms of the performance metrics are presented and analysed in this section. We compare the performance of the fog computing paradigm with that of the traditional cloud computing architecture, and present a thorough study against the same. Note that we adopted 95% confidence level to make sure that, on average, the confidence interval and standard error contain the true values approximately 95% of the time.

5.2.1. Service latency

First, we analyse the variation of the service latency (transmission latency + processing latency) with the number of data consumers. We define the ratio of the total bytes transmitted to the fog computing layer to the number of bytes referred to the cloud computing layer as the cloud transmission ratio, mathematically represented by the variable $\Delta$. 

<table>
<thead>
<tr>
<th>Tehran province Internet users and population statistics 2015 (M.M. Group, 2016).</th>
</tr>
</thead>
<tbody>
<tr>
<td>---------------------------------</td>
</tr>
<tr>
<td>12 183 391</td>
</tr>
</tbody>
</table>
We consider the changes of the magnitude of $\Delta$ in the range $[0.25, 1]$ as shown in Table 4, and plot the transmission latency and processing latency, and observe the change in the corresponding service latencies.

In Fig. 10(a) and (b), the mean transmission latency and mean processing latency are plotted, separately, against a variable number of data consumers, for different magnitudes of $\Delta$. It is observed that with the decrease in the magnitude of $\Delta$, as more number of application requests demand real-time and latency-sensitive services, the mean transmission latency and the mean processing latency are observed to diminish. Also, with the increase in the number of data consumers, the transmission and processing latencies increase.

Consequently, the overall service latency for both these computing paradigms follow the same pattern. In summary, for a very low percentage of applications which demand real-time services (i.e. for a very high magnitude of $\Delta (\Delta \approx 1)$), the service latency in fog computing becomes almost the same with that in a cloud computing environment.

5.2.2. Power consumption

The power consumption due to the effects of data forwarding, computation, and data storage, and due to their collective effect is analysed in this subsection. As shown in Fig. 11(a), although with the increase in the number of data consumers, the mean power consumption due to data forwarding increases linearly, the impact of the change in the power consumption for different magnitudes of $\Delta$ is observed to be very low. However, compared to a conventional cloud computing framework (i.e. $\Delta = 1$), this mean power consumption was significantly less.

In Fig. 11(b) and (c), the variation in the mean power consumption due to computation and storage, respectively, are shown against the change in the number of data consumers. Similar inferences are drawn from the two figures, as the power consumption in both these cases are noticed to decrease by a significant margin as the magnitude of $\Delta$ is decreased.

5.2.3. Cost

As the third parameter, we analyse the cost incurred in both cloud and fog computing environments for various operations. Fig. 12 indicates the standard cost incurred. Based on the power consumption due to computation, we evaluate the cost of computation. Similarly, we also evaluate the cost for routing and storage. Both the costs are observed to be considerably higher in cloud environments than fog environments.

6. Conclusion and future work

In this paper, we presented MIST, a fog-based data analytics scheme with cost-efficient resource provisioning optimization approach that can be used for IoT crowd sensing purposes. MIST scheme is able to support context-aware quick response at three different levels (i.e. edge, fog, and cloud level), providing high computing performance, and
intelligence in future smart cities. Further, we focused on optimum and cost-efficient resource provisioning in the MIST scheme. To tackle the cost-efficiency problem in MIST, we jointly study data consumer association, task distribution, and virtual machine (VM) placement issues towards minimizing the overall cost while satisfying the QoS requirement. Specially, the problem is first formulated into an MINLP problem. To deal with the high computational complexity of solving MINLP, we linearise it into an MILP problem.

Finally, we perform a comparative performance evaluation of cloud computing with that of fog computing for a city with a high number of Internet-connected devices demanding different services (i.e. Tehran province). The results clearly depict the enhanced performance of fog computing in terms of the provisioned QoS. This observed performance of the fog computing architecture indicates its substantial potential as a method of future smart city monitoring and control. Some of the additional research issues that can be investigated for future extension of the work are as follows: (1) adding selective sensing module to the fog layer, (2) enriching the architecture with privacy-preserving data analytics capabilities, (3) considering the mobility of data generators and data consumers in the resource provisioning and its influence on the performance of proposed scheme, (4) conducting real-world trials.

Appendix A. Linearisation of the MINLP problem

It is difficult to solve the MINLP problem directly due to its high computational complexity. Fortunately, we notice that (21) is a cubic inequality. The two cubic terms are products of two binary variables and one floating point variable. It is possible to linearise them to lower the computational complexity. To this end, we first define a new auxiliary variable $\Pi$ as follows:
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\[ \Pi = \alpha_{d} \Phi_{r}, \quad \forall a \in A, f, f' \in F, u \in U, \] (24)

which can be equivalently replaced by the following linear constraints:

\[ \alpha_{d} + \beta_{r_{u}} - 1 \leq \Pi \leq \alpha_{d}, \quad \forall a \in A, f, f' \in F, u \in U, \] (25)

\[ \Pi \leq \beta_{r_{u}}, \quad \forall a \in A, f \in F, f' \in F, u \in U. \] (26)

Constraint (21) then becomes a quadratic in-equation with product terms of one binary variable and one floating-point variable as follows:

\[
\sum_{j \in J} \left( \alpha_{d} \delta_{f} - \alpha_{d} \sum_{j \in J} y_{j} \right) + \omega_{c} R \sum_{u \in U} \left( \Pi \delta_{f} - \sum_{j \in J} y_{j} \right) + R \sum_{u \in U} \Pi \leq \omega_{c} R \left( \sum_{u \in U} \alpha_{d} \delta_{f} - \sum_{u \in U} \alpha_{d} \sum_{j \in J} y_{j} \right). 
\]

\[ \forall a \in A, d \in D, f, f' \in F. \] (27)

Let \( \Gamma = \alpha_{d} \delta_{f} \), which can be equivalently rewritten into the following linear constraints:

\[ 0 \leq \Gamma \leq \delta_{f}, \quad \forall a \in A, d \in D, f, f' \in F. \] (28)

\[ \delta_{f} + \alpha_{d} - 1 \leq \Gamma \leq \alpha_{d}, \quad \forall a \in A, d \in D, f, f' \in F. \] (29)

Similarly, letting \( \Phi = \alpha_{d} \delta_{f} \), \( Y = \Pi \delta_{f} \), \( \Omega = \Pi \delta_{f} \), \( \Theta = \alpha_{d} \delta_{f} \), and \( \Psi = \alpha_{d} \delta_{f} \), we have the following new linear constraints:

\[ 0 \leq \Phi \leq \delta_{f}, \quad \forall a \in A, d \in D, f, f' \in F. \] (30)

\[ \alpha_{d} + \delta_{f} - 1 \leq \Phi \leq \alpha_{d}, \quad \forall a \in A, d \in D, f, f' \in F. \] (31)

\[ 0 \leq \Pi \leq \delta_{f}, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (32)

\[ \Pi + \delta_{f} - 1 \leq \Pi, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (33)

\[ 0 \leq \Omega \leq \delta_{f}, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (34)

\[ \Pi + \delta_{f} - 1 \leq \Omega, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (35)

\[ 0 \leq \delta_{f} \leq \Omega, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (36)

\[ \alpha_{d} + \delta_{f} - 1 \leq \Omega \leq \alpha_{d}, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (37)

\[ 0 \leq \Psi \leq \delta_{f}, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (38)

\[ \alpha_{d} + \delta_{f} - 1 \leq \Psi \leq \alpha_{d}, \quad \forall a \in A, d \in D, f, f' \in F, u \in U. \] (39)

Hence, (21) can be written in a linear form as:

\[
\sum_{j \in J} \left( \Gamma - \sum_{j \in J} \Phi \right) + \omega_{c} R \left( \sum_{u \in U} \Pi - \sum_{u \in U} \sum_{j \in J} \Omega \right) + R \sum_{u \in U} \Pi \leq \omega_{c} R \left( \sum_{u \in U} \Theta - \sum_{u \in U} \sum_{j \in J} \Psi \right). 
\]

\[ \forall a \in A, d \in D, f, f' \in F. \] (40)

Finally, our MINLP problem can be linearised into a mixed-integer linear programming (MILP) below.

\textbf{MILP}: \text{min (23), s.t. (2), (3), (5), (6), (9)–(14), (17), (25)–(29), (30)–(39), (40), \( \alpha_{d}, \alpha_{d}^{n}, \beta_{r_{u}}^{n}, \beta_{r_{u}}^{n} \in [0, 1] \),}

\[ \forall a \in A, d \in D, f, f' \in F, u \in U. \]
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