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Abstract

The future Internet will be an IPv6 network interconnecting traditional computers and a large number of smart objects or networks such as Wireless Sensor Networks (WSNs). This Internet of Things (IoT) will be the foundation of many services and our daily life will depend on its availability and reliable operations. Therefore, among many other issues, the challenge of implementing secure communication in the IoT must be addressed. The traditional Internet has established and tested ways of securing networks. The IoT is a hybrid network of the Internet and resource-constrained networks, and it is therefore reasonable to explore the options of using security mechanisms standardized for the Internet in the IoT.

The IoT requires multi-faceted security solutions where the communication is secured with confidentiality, integrity, and authentication services; the network is protected against intrusions and disruptions; and the data inside a sensor node is stored in an encrypted form. Using standardized mechanisms, communication in the IoT can be secured at different layers: at the link layer with IEEE 802.15.4 security, at the network layer with IP security (IPsec), and at the transport layer with Datagram Transport Layer Security (DTLS). Even when the IoT is secured with encryption and authentication, sensor nodes are exposed to wireless attacks both from inside the WSN and from the Internet. Hence an Intrusion Detection System (IDS) and firewalls are needed. Since the nodes inside WSNs can be captured and cloned, protection of stored data is also important.

This thesis has three main contributions. (i) It enables secure communication in the IoT using lightweight compressed yet standard compliant IPsec, DTLS, and IEEE 802.15.4 link layer security; and it discusses the pros and cons of each of these solutions. The proposed security solutions are implemented and evaluated in an IoT setup on real hardware. (ii) This thesis also presents the design, implementation, and evaluation of a novel IDS for the IoT. (iii) Last but
not least, it also provides mechanisms to protect data inside constrained nodes. The experimental evaluation of the different solutions shows that the resource-constrained devices in the IoT can be secured with IPsec, DTLS, and 802.15.4 security; can be efficiently protected against intrusions; and the proposed combined secure storage and communication mechanisms can significantly reduce the security-related operations and energy consumption.
Sammanfattning

Framtidens Internet är ett IPv6-nätverk vilket förbinder traditionella datorer och ett stort antal smarta objekt eller nätverk som trädlosta sensornätverk (WSN). Detta Internet of Things (IoT) kommer att vara grunden för många tjänster och vårt dagliga liv kommer att hela på dess tillgänglighet och säkra drift. Därför måste man bland många andra frågor adressera utmaningen att skapa säker kommunikation i Internet of Things. Det traditionella Internet har etablerat och testat olika sätt att skapa säkra nätverk. IoT är en blandning av nätverk, av Internet och nät med småresurser, och det är därför viktigt att undersöka möjligheterna att använda säkerhetsmekanismer standardiserade för Internet i Internet of Things.

Internet of Things kräver mångfacetterade säkerhetslösningar där kommunikationen är säkrad med sekretess, integritet och autentisering av tjänster, nätverket skyddas mot intrång och störningar, och data inuti en sensornod lagras i krypterad form. Med standardiserade mekanismer kan kommunikationen säkras i olika skikt: i länkskiktet med IEEE 802.15.4-säkerhet, i nätsskiktet med IP-säkerhet (IPsec), och i transportskiktet med Datagram Transport Layer Security (DTLS). Eftersom noderna inne i WSN kan stjälas och klonas, är skyddet av lagrade data också viktigt.

Denna avhandling har tre huvudsakliga bidrag: (i) Den möjliggör säker kommunikation i Internet of Things med lättviktiga, komprimerade, men standardkompatibla IPsec, DTLS och IEEE 802.15.4-länskiktssäkerhet, och jämför för- och nackdelar mellan dessa lösningar. De föreslagna säkerhetslösningarna implementeras och utvärderas i en IoT-installation på riktig hårdvara. (ii) Denna avhandling presenterar också design, implementation och utvärdering av ett nytt IDS för Internet of Things. (iii) Sist men inte minst, avhandlingen pre-
senterar ocksåmekanismer för att skydda data i noder med begränsade resurser. Den kvantitativa utvärderingen av de olika lösningarna visar att enheter i IoT med begränsade resurser kan säkras med IPsec, DTLS och 802.15.4-säkerhet, och kan effektivt skyddas mot intrång, och den föreslagna kombinationen av säker lagring och mekanismer för säker kommunikation kan avsevärt minska kostanden för säkerhetsrelaterade operationer och energiförbrukning.
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Chapter 1

Introduction

The Internet of Things (IoT) is a network of globally identifiable physical objects (or things), their integration with the Internet, and their representation in the virtual or digital world. In order to build the IoT, a wide range of technologies are involved. For example, RFID for location and device identification, improved personal and wide area networking protocols, web technologies, etc. These technologies help to build a virtual world of things on top of the physical world where things through Machine-to-Machine (M2M) communication talk to each other, through humans-to-machine interactions provide information to humans or take actions on human inputs, or act as passive entities to provide data to intelligent entities. Wireless Sensor Networks (WSN) is one such technology that connects the virtual world and the physical world where nodes can autonomously communicate among each other and with intelligent systems. This thesis focuses on the IoT formed through the interconnection of IP-connected WSNs and the Internet.

A conventional WSN is a network of sensor devices that sense and collect environmental data and cooperatively forward it to the sink node for further processing. These first generation WSNs lack any standardization support, are mostly used for environmental monitoring, and are deployed in remote areas such as forests, deserts, volcanos, and battlefields. Current WSNs are deployed in environments more close to humans and aimed for applications such as building automation, bridge and tunnel monitoring, industrial automation and control, and human sensing. The sink in current WSNs, such as WirelessHART networks, can query data from sensor nodes and/or send control messages to them. Though some standards are being developed for industrial WSNs such
Chapter 1. Introduction

as WirelessHART and ISA100.11a, there exists no specific standards for routing, addressing, security, etc. for such networks. Therefore, building current WSNs requires specialized skills in software and hardware development and protocol design. Also, conventional WSNs are not interoperable, require complex gateways, and are not scalable.

Sensor nodes are resource-constrained devices with limited storage and processing capabilities, are battery powered, and are connected through lossy links. The Internet Protocol (IP) is also proposed for WSN [1]; until recently IP has been assumed to be too heavyweight protocol to be used in WSN, as additional 40 bytes of IPv6 header are added in each packet [2]. However, IP offers interoperability, scalability, easy of programming, has ready to use hardware, eliminates the need of complex gateways, and has pool of readily available experts. Considering these advantages, IPv6 over low-powered Personal Area Network (6LoWPAN) [3, 4] is standardized. With the advent of 6LoWPAN, it is possible to use IP in resource-constrained WSNs in an efficient way [5]; such networks are called 6LoWPAN networks.

1.1 The IPv6-connected Internet of Things

With the introduction of 6LoWPAN compressed IPv6 in WSNs, resource-constrained devices can be connected to the Internet. This hybrid network of the Internet and the IPv6 connected constrained devices form the IoT. Unlike the Internet where devices are mostly powerful and unlike typical WSN where devices are mostly resource constrained, the things in the IoT are extremely heterogeneous. An IoT device can be a typical sensor node, a light bulb, a microwave oven, an electricity meter, an automobile part, a smartphone, a PC or a laptop, a powerful server machine or even a cloud. Hence the number of potential devices that can be connected to the IoT are in hundreds of billions. This requires the use of IPv6 [16], a new version of the Internet Protocol that increases the address size from 32 bits to 128 bits \(2^{128}\) unique addresses). Also, a number of protocols are being standardized to fulfill the specific needs of the IoT.

This section highlights the novel IoT technologies; Section[1.2] specifies the security requirements for the IoT that is developed based on these technologies; and Chapter[2] highlights challenges in providing secure communication in the IoT, and summarizes the contribution of this thesis towards securing the IoT.
1.1 The IPv6-connected Internet of Things

6LoWPAN  
6LoWPAN integrates IP-based infrastructures and WSNs by specifying how IPv6 packets are to be routed in constrained networks such as IEEE 802.15.4 networks [6]. To achieve this, the 6LoWPAN standard proposes context aware header compression mechanisms: the IP Header Compression (IPHC) for the IPv6 header, and Next Header Compression (NHC) for the IPv6 extension headers and the User Datagram Protocol (UDP) header. Due to the limited payload size of the link layer in 6LoWPAN networks, the 6LoWPAN standard also defines fragmentation and reassembly of datagrams. 6LoWPAN defines a fragmentation scheme in which every fragment contains a reassembly tag and an offset. When security is enabled or for big application data size, the IEEE 802.15.4 frame size may exceed the Maximum Transmission Unit (MTU) size of 127 bytes; in that case additional fragment(s) are needed.

In order to allow compression of header like structures in the UDP payload and the layers above, an extension to the 6LoWPAN header compression, called Generic Header Compression (GHC) is also defined [7]. 6LoWPAN networks are connected to the Internet through the 6LoWPAN Border Router (6BR) that is analogous to a sink in a WSN. The 6BR preforms compression/decompression and fragmentation/assembly of IPv6 datagrams.

CoAP  
Due to the low-powered and lossy nature of wireless networks in the IoT, connection-less UDP, instead of stream-oriented TCP, is mostly used in the IoT. The synchronous Hyper Text Transfer Protocol (HTTP) is designed for TCP and is infeasible to use in the UDP-based IoT. Therefore, the Constrained Application Protocol (CoAP) [8], a subset of HTTP is being standardized as a web protocol for the IoT. CoAP is tailored for constrained devices and for machine-to-machine communication.

RPL  
Routing in constrained networks in the IoT, with limited energy and channel capacity, is achieved using the recently standardized the IPv6 Routing Protocol for Low-power and Lossy Networks (RPL) [9]. The RPL protocol creates a Destination-Oriented Directed Acyclic Graph (DODAG) that aims to prune path cost to the DAG root. RPL supports both uni-directional traffic to a DODAG root (typically the 6BR) and bi-directional traffic between constrained nodes and a DODAG root. Each node in the DODAG has a node ID (an IPv6 address), one or more parents (except for the DODAG root), and a list of neighbors. Nodes have a rank that determines their location relative to the neighbors and with respect to the DODAG root. The rank should always increase from the DODAG root towards nodes. In-network routing tables are maintained to
Figure 1.1: An interconnection of the Internet and WSNs using the novel IoT technologies 6LoWPAN, CoAP, and RPL which provide IPv6 support, web capabilities, and routing, respectively.

separate packets heading upwards and packets heading downwards in the network; this is called storing mode. RPL also supports non-storing mode where intermediate nodes do not store any routes.

Figure 1.1 shows an IoT setup that is build upon the novel technologies discussed in this section; the focus of this thesis is to protect this IoT with standard-based solutions.

1.2 Secure Internet of Things

IPv6 offers interconnection of almost every physical object with the Internet. This leads to tremendous possibilities to develop new applications for the IoT, such as home automation and home security management, smart energy moni-
toring and management, item and shipment tracking, surveillance and military, smart cities, health monitoring, logistics monitoring and management. Due to the global connectivity and sensitivity of applications, security in real deployments in the IoT is a requirement \[10,11\]. The following security services \[12\] are necessary in the IoT.

**Confidentiality**: Messages that flow between a source and a destination could be easily intercepted by an attacker and secret contents are revealed. Therefore, these messages should be hidden from the intermediate entities; in other words, End-to-End (E2E) message secrecy is required in the IoT. Also, the stored data inside an IoT device should be hidden from unauthorized entities. Confidentiality services ensure this through encryption/decryption.

**Data Integrity**: No intermediary between a source and a destination should be able to undetectably change secret contents of messages, for example a medical data of a patient. Also, stored data should not be undetectably modified. Message Integrity Codes (MIC) are mostly used to provide this service.

**Source Integrity or Authentication**: Communicating end points should be able to verify the identities of each other to ensure that they are communicating with the entities who they claim to be. Different authentication schemes exist \[13\].

**Availability**: For smooth working of the IoT and access to data whenever needed, it is also important that services that applications offer should be always available and work properly. In other words, intrusions and malicious activities should be detected. Intrusion Detection Systems (IDSs) and firewalls, in addition to the security mechanisms above, are used to ensure availability security services.

**Replay Protection**: Last but not least, a compromised intermediate node can store a data packet and replay it at later stage. The replayed packet can contain a typical sensor reading (e.g. a temperature reading) or a paid service request. It is therefore important that there should be mechanisms to detect duplicate or replayed messages. Replay protection or freshness security services provide this, which can be achieved through integrity-protected timestamps, sequence numbers, nonces, etc.

In order to provide multi-faceted security, we need to ensure E2E communication security in the IoT, network security in 6LoWPAN networks, and also data-at-rest security to protect stored secrets and data.

### 1.2.1 Communication Security

Communication in the IoT should be protected by providing the security services discussed above. Using standardized Internet security mechanisms we
can provide communication security at different layers of the IP stack; each solution has its own pros and cons. Broadly speaking, the communication security can be provided E2E between source and destination, or on a per-hop basis between two neighboring devices. Table 1.1 shows an IoT stack with standardized security solution at different layers.

**Link Layer: IEEE 802.15.4 Security**

6LoWPAN networks use the IEEE 802.15.4 protocol [6] as link layer. 802.15.4 link-layer security [14] is the current state-of-the-art security solution for the IoT. The link layer security protects a communication on a per-hop base where every node in the communication path has to be trusted. A single pre-shared key is used to protect all communication. In case an attacker compromises one device it gains access to the key, and the security of the whole network is compromised. Per-hop security can detect the message modification on each hop unlike E2E where modified packets traverse the entire path up to the destination to be detected. Per-hop security with at least integrity protection should be used in 6LoWPAN networks to prevent unauthorized access through the radio medium, and to defend against effortless attacks launched to waste constrained resources. Though link-layer security is limited to securing the communication link between two neighboring devices, it is a flexible option and it can operate with multiple protocols at the layers above. For example with link-layer security enabled we can run both IP and non-IP protocols at the network layer.

**Network Layer: IP Security**

In the Internet and hence in the IoT, security at the network layer is provided by the IP Security (IPsec) protocol suite [15][16][17]. IPsec in transport mode provides end-to-end security with authentication and replay protection services in addition to confidentiality and integrity. By operating at the network layer, IPsec can be used with any transport layer protocol including TCP, UDP, HTTP, and CoAP. IPsec ensures the confidentiality and integrity of the IP payload using the Encapsulated Security Payload (ESP) protocol [17], and integrity of the IP header plus payload using the Authentication Header (AH) protocol [16]. IPsec is mandatory in the IPv6 protocol [2][18] meaning that all IPv6 ready devices by default have IPsec support, which may be enabled at any time. Being a network layer solution, IPsec security services are shared among all applications running on a particular machine. However, being mandatory in IPv6, IPsec is one of the most suitable options for E2E security in the IoT, as mostly
only one application runs on a constrained device and the default security poli-
cies are enough for such scenarios. Furthermore, application developers re-
quire comparatively little effort to enable IPsec on IPv6 hosts, as it is already
implemented at the network layer by device vendors.

**Transport Layer: CoAP Security**

Although IPsec can be used in the IoT it is not primarily designed for web
protocols such as HTTP or CoAP. For web protocols Transport Layer Security
(TLS) or its predecessor Secure Sockets Layer (SSL) is the most common se-
curity solution. The connection-oriented TLS protocol can only be used over
stream-oriented TCP that is not the preferred method of communication for
smart objects; due to lossy nature of low-power wireless networks it is hard to
maintain a continuous connection in 6LoWPAN networks. An adaptation of
TLS for UDP called Datagram TLS (DTLS) [19] is available. DTLS guar-
antees E2E security of different applications on one machine by operating
between the transport and application layers. DTLS in addition to TLS that
provides authentication, confidentiality, integrity, and replay protection, also
provides protection against Denial of Service (DoS) attacks with the use of
cookies. Though DTLS provides application level E2E security, it can only be
used over the UDP protocol; TLS is used over TCP. The secure web protocol
for the IoT, Secure CoAP (CoAPs), mandates the use of DTLS as the under-
lying security solution for CoAP. Therefore, it is necessary to enable DTLS
support in the IoT.

![Table 1.1: IoT stack with standardized security solutions.](image-url)
1.2.2 Network Security

Even with the communication security that protects the messages with confidentiality and integrity services, a number of attacks are possible against networks mainly to breach availability security services. These attacks are aimed to disrupt networks by interrupting, for example, the routing topology or by launching DoS attacks. Intrusion Detection Systems (IDS) are required to detect impostors and malicious activities in the network, and firewalls are necessary to block unauthorized access to networks. In the IoT, 6LoWPAN networks are vulnerable to a number of attacks from the Internet and from inside the network. Also, 6LoWPAN networks can become source of attacks against Internet hosts, as it is relatively easier to compromise a resource-constrained wireless node than a typical Internet host.

RPL [9], a routing protocol for low-power and lossy networks such as 6LoWPAN networks, is also prone to a number of routing attacks aimed to disrupt the topology. The IoT with 6LoWPAN networks running RPL, as shown in Figure 1.1, forms a network setup different from the typical WSNs. In the IoT, a 6BR is assumed to be always accessible, end-to-end message security is a requirement, and sensor nodes are identified by a unique IP address. In typical WSN there is no centralized manager and controller, security is usually ignored, and nodes are identifiable only within a WSN. Considering the novel characteristics of the IoT it is worth investigating the applicability of current IDS and firewall techniques in the IoT, or designing a novel IDS and firewall exploiting the contemporary IoT features and protocols.

1.2.3 Data Security

It is important to not only protect communication and networks but to also safeguard the stored sensitive data in an IoT device. Most of the IoT devices are tiny wirelessly connected resource-constrained nodes, and practically it is neither possible to physically guard each device nor to protect them with hardware-based tamper-resistant technologies such as with the use of smart cards or Trusted Platform Modules (TPM) [20]. Various software-based solutions exist that can be used to cryptographically secure stored data on nodes. For example, Codo [21] is a secure storage solution designed for the Contiki’s Coffee File System [22]. There is also a need to design novel secure storage mechanisms in the context of IoT.
1.3 Research Methodology

The research methodology used in this thesis is mainly based on experimental research though analytical research is also adopted in the beginning of the thesis work. Experimental research that often starts with a concrete problem is used to evaluate the impact of one peculiar variable of a phenomenon by keeping the other variables controlled. Analytical research mainly deals with the testing of a concept that is not yet verified and specifying and inferring relationships by examining the concepts and information already available. We apply the analytical research methodology to perform a threat analysis of the WirelessHART network. We use the already known WirelessHART concepts and facts about security threats in the wireless medium and examine how the provided security mechanisms in WirelessHART guard against these threats.

Analyzing WirelessHART, a complex WSN standard, instilled me with a deep understanding of security mechanisms in low-power wireless networks and with typical limitations and issues in these networks. Based on the acquired knowledge, we develop lightweight communication, network, and data security solutions for the IoT where we mainly adapt an experimental research methodology as we have a concrete problem to solve. In order to build a communication security solution, we first develop hypotheses or ideas about the architecture of IPsec, DTLS, and IEEE 802.15.4 security. We then formulate a design based on our hypothesis. To validate our hypothesis, we implement and evaluate the proposed security solutions. We later examine the impact of our designed and implemented mechanisms on the IoT where we perform the evaluation of these mechanisms in a controlled experimental setup.

Realizing the need for the multi-faceted security in the IoT this thesis also provides network and data security where we develop a lightweight IDS and a novel combined secure storage and communication for the IoT. The research method we adapt here is experimental too. The first step towards solving this problem is to formulate a hypothesis, i.e., whether a novel IDS is needed for the IoT and what are the implications of a new storage model. The next step is to develop an architecture of the IDS and a secure storage mechanism that suits the IoT. To this end we provide detection techniques in the RPL-based 6LoWPAN networks and the new secure storage model. To validate our hypothesis and proposed algorithms, we implement the IDS and the secure storage solution and perform extensive experiments. In the next step, we analyze our experimental results that show that the proposed IDS suites the IoT and detects routing attacks in the RPL-based 6LoWPAN networks, and the new secure storage solution is more efficient than the conventional secure storage mechanisms.
Chapter 1. Introduction

1.4 Thesis Outline

This dissertation has two parts. The first part is the introduction of the thesis and second part is a collection of six papers.

Chapter 2 describes the scientific contributions of this thesis and summarizes the results. Chapter 3 highlights the research contributions of this thesis and references the corresponding publications. Chapter 4 discusses the related work that motivates the need for new security solutions for the IoT. Chapter 5 concludes the thesis and provides future work; this ends the first part of the thesis.
Chapter 2

Challenges and Contributions

On one hand, constrained environments in the IoT have attributes similar to WSNs such as limited energy, processing, and storage resources, lossy wireless links, unguarded deployments, and multi-hop communication. On the other hand, the IoT is expected to have IPv6, UDP, and web support. Providing security is challenging in the Internet and in typical WSNs. It is even more challenging to enable security services in the IoT. This is because the devices are extremely heterogeneous, mostly deployed in unattended environments but closer to humans than typical WSN nodes, are globally accessible, mostly connected through lossy wireless links, require multi-hop communication, and use recent IoT protocols such as 6LoWPAN, CoAP, and RPL. This thesis provides multi-faceted security solutions for the IoT. The main contributions of this thesis are:

- It provides lightweight solutions based on standardized protocols to securely connect IoT devices. This enables the devices in the constrained environments to securely communicate with typical Internet hosts using lightweight yet standard compliant Internet security protocols such as IPsec and DTLS.

- It also contributes towards protecting 6LoWPAN networks against intrusion attempts and unauthorized access.

- In addition to communication and network security, this thesis also pro-
vides solutions to protect stored data inside a resource-constrained IoT node.

The previous chapter has highlighted security services and the standard-based security solutions in the IoT. This chapter highlights the challenges in providing security in the IoT and summarizes the contributions of this thesis.

2.1 Secure Communication: Message Security

The IoT is a hybrid network of Internet and constrained networks. Communication in the IoT can be secured with (i) lightweight security protocols proposed for constrained environments such as WSNs, (ii) novel security protocols that meet the specific requirements of the IoT, or (iii) established security protocols already used in the Internet. Security protocols proposed for WSNs are not designed for IP networks. Therefore, their use in the IoT requires modification of these protocols and corresponding provisioning in the current Internet. Designing novel security protocols for the IoT may result in more efficient and lightweight solutions; however, these protocols too require changes in the Internet. As the current Internet is huge, consisting of billions of devices, any security solution that requires modifications or provisions in the current Internet is not practical. It is however worth investigating the applicability of established Internet security technologies in the IoT. The primary challenge that may hinder the use of these security solutions in the IoT is that the Internet protocols are not designed for resource constrained devices but for standard computers where energy sources, processing capability, and storage space are not main constraints. One of the contributions in this thesis is to adapt the communication security protocols standardized for the Internet in the IoT, by making them lightweight yet standard compliant.

It is important that the messages in the IoT are E2E protected with confidentiality and integrity services. Also, at least integrity protection should be employed on a per-hop base in the wirelessly connected 6LoWPAN networks. Towards this end, this thesis presents the first compressed yet standard compliant IPsec for the E2E security between IoT hosts and compressed DTLS for E2E security between applications in the IoT. In order to protect messages on a per-hop base between two neighboring devices, implementation and evaluation of link layer security solutions are also provided.

Lightweight IPsec: This thesis presents the first lightweight design, implementation, and evaluation of IPsec for resource-constrained devices. With 6LoW-
PAN header compression, the IPsec AH header size is reduced from 24 bytes to 16 bytes, and the ESP header size is reduced from 18 bytes to 14 bytes. This results in a lower number of bits being transmitted, more space for application data, and may avoid 6LoWPAN fragmentation; ultimately, the energy consumption is reduced as the energy consumed by radio on transmission and reception is much higher than used by microprocessor on local processing. Paper C also shows that with hardware aided crypto processing the energy overhead is further reduced by 50%. For example, when carrying 512 bytes over 4 hops, pure software-based IPsec AH involves an overhead of 26%, which is reduced to 11% with the help of hardware AES. Contrary to the common belief that IPsec is too heavy for constrained devices [3, 23], IPsec is faster than the IEEE 802.15.4 security as the number of hops grows or the data size increases. This is because the compression mechanisms substantially reduce the data overhead on fragmented traffic, and cryptographic operations are only performed at the end hosts and not at each hop as in the case of 802.15.4 security.

Lightweight DTLS: Though IPsec is a feasible solution for the IoT, it is less suitable for web-based applications in the IoT. CoAP is being standardized as a web protocol for the IoT, which mandates the use of DTLS as an underlaying security solution to enable secure CoAP (CoAPs). To provide standard based E2E security in the CoAPs-enabled IoT applications, this thesis presents the first lightweight DTLS and hence CoAPs. Like IPsec, DTLS is designed for the conventional Internet and not for the resource-constrained IoT, as it is a chatty protocol and requires numerous message exchanges to establish a secure session. The DTLS header compression is based on 6LoWPAN NHC [4]. Employing these compression mechanisms significantly reduces the DTLS header sizes and ultimately results in fast and energy efficient communication compared with plain DTLS. For example, by employing the proposed mechanisms the DTLS Record header size is reduced by 62% while still maintaining the E2E standard compliance between two communication end points. The quantitative evaluation in Paper D shows that the energy overhead is significantly reduced especially when the 6LoWPAN fragmentation is employed. The use of compressed DTLS makes CoAPs considerably lightweight and a feasible security protocol for the IoT.

Realizing that smartphones with sensing capabilities, human interaction, Internet connectivity, and relatively powerful processing and storage capacities, will be an integral part of the IoT, we also provide standard-based design, implementation, and evaluation CoAPs for Android powered smartphones [24]. This paper is not included in the core contributions of this thesis.
IEEE 802.15.4 Security: Prior to our work on IPsec and DTLS, 802.15.4 security was the only standard-based security solution available in 6LoWPAN networks. The IEEE 802.15.4 standard provides the link layer security to protect communication between two neighboring nodes. Link layer security is not a replacement of network or transport layer security. For 6LoWPAN networks with multiple hops, Paper C recommends that at least integrity protection should be enabled at the link layer to grant access in the wireless medium and to detect the effortless data modification attacks as early as possible. However, there is a tradeoff between the overhead of providing security at the link layer and the overhead of routing faked packets through multiple hops to the destination where they are ultimately detected. Therefore, when E2E security is provided at the network or upper layers, enabling or disabling link layer security should be carefully decided; the goal is to minimize resource usage.

In order to enable link layer security, this thesis provides an implementation of IEEE 802.15.4 security for the Contiki OS and evaluates it in a 6LoWPAN network. For 6LoWPAN networks with less hops and small data size, 802.15.4 link layer security is efficient when compared with the network layer security. Since it does not provide E2E security, the 802.15.4 security is not a replacement for IPsec or DTLS; it is therefore recommended that either IPsec or DTLS should be used in conjunction to the 802.15.4 security.

Figure 2.1 shows an IoT setup with the list of lightweight security solutions in the resource-constrained 6LoWPAN network and the corresponding plain technologies on the Internet side. The 6BR converts the compressed protocols in plain protocols and vice versa.

2.2 Secure Network: Intrusion Detection

Though communication security protects messages, networks are still vulnerable to a number of attacks aimed to disrupt the network. Intrusion Detection Systems (IDSs) and firewalls guard against such attacks. As the IoT shares characteristics with WSNs, the available IDSs for WSNs could be used in the IoT. However, most of these approaches assume that there is no centralized management and control point, no message security, and sensor nodes are uniquely identified only within WSNs. In the IoT, nodes are globally identifiable by an IP address, the 6BR is presumed to be always reachable to connect 6LoWPAN networks with the Internet, and E2E message security is a must. It is therefore worth designing a new IDS for the IoT by exploiting these novel characteristics. In spite of these characteristics, developing an IDS for the IoT
2.3 Secure Device: Data Security

In a typical storage model, data is stored in an encrypted form along with its cryptographic hash \cite{25}, and when a remote host requests data, it is decrypted and its integrity is verified, re-encrypted and integrity protected with commu-
communication security mechanisms, and transmitted. This way the resource hungry cryptographic operations are performed twice.

With the recent advancement of flash memory, relatively more storage is now available in constrained devices. It is therefore worth exploiting the use of this additional memory in order to minimize energy consumption. Towards this end this thesis presents combined secure storage and communication mechanisms for the IoT. The proposed combined secure storage and communication mechanism, presented in Paper F, eliminates these double cryptographic operations. This work is built upon the IPv6, IPsec, and 6LoWPAN standards as a standard compliant system is more acceptable than a proprietary solution. In this new secure storage solution, data is stored on the flash file system such that it can be directly used for secure transmission. In the current design and implementation, data is protected with IPsec’s ESP protocol and both the ESP header and encrypted data are stored on a flash. Prior to this operation, IP datagram header contents of future transmissions are considered in order to comply with the IPsec standard. The evaluation shows that an IP based combined secure storage and communication solution for the IoT is possible and that this can save up to 71% of a node’s security related processing.

2.4 Security Analysis of WirelessHART

WirelessHART [26], though resource constrained, is a bidirectional network of relatively powerful devices and has a central network manager and controller. WirelessHART, currently the only WSN standard, designed primarily for industrial process automation and control, is well designed for other aspects than security. The provided security is spread throughout the WirelessHART specifications. The network designers and device vendors have ambiguities regarding the complete security architecture of the WirelessHART, the strength of the provided security, the security keys needed, and the functionalities and placement of Security Manager. This thesis discusses, in Paper A, the strengths and weaknesses of the provided security mechanisms in the form of a threat analysis where we analyze the WirelessHART security against the well-known threats in the wireless medium and propose recommendations to mitigate the impact of these threats. It also elaborates the functions of security manager and its placement in the network. In addition to security analysis of WirelessHART, we have also developed a WirelessHART security manager [27] and proposed secure integration of WirelessHART and legacy HART networks [28]. However, these papers are not included in the core contributions of this thesis.
The industrial community is also moving towards IP communication. This is apparent from the fact that the proposed industrial standard ISA 100.11a is IP based, and efforts are underway to apply IP communication in WirelessHART, formally named HART IP, and in ZigBee named ZigBee IP.

2.5 Standardization of Proposed Solutions

The contributions presented in this thesis mainly target HCF WirelessHART, and IETF 6LoWPAN, CoAP and RPL. During this thesis period, I attended meetings of both the HCF and IETF standardization bodies. This helped me to know the current status of the standardization efforts, to make people aware of our work, and ultimately the standardization of the work proposed in this thesis. I have attended the WirelessHART Working Group meetings in Florence and in Naples, the Internet Architecture Board (IAB) official workshop and tutorial along with the IETF 80th meeting in Prague, the IETF 83rd meeting in Paris and ETSI CoAP Plugtests. Currently, our IETF compressed IPsec draft is under review and we are working on IETF compressed DTLS draft. An ultimate aim is the inclusion of the solutions proposed in this thesis in the standard specifications. I have also published the IPsec work in the IAB workshop on Interconnecting Smart Objects with the Internet [29], and the proposed Internet Key Exchange (IKE) work in the IETF Workshop on Smart Objects Security [30].
Chapter 3

Summary of Papers

This thesis is a collection of six papers. Paper A studies the security threats in WirelessHART. Papers B-D investigate the communication security in the IoT. Paper E explores the network security in the IoT, and Paper F investigates the protection of stored data inside a node.

Paper A performs a threat analysis of WirelessHART and highlights the important security aspects of WirelessHART. Also, it stipulates the specifications of the WirelessHART security manager, its placement in the network and interactions with the other WirelessHART devices. Paper B, C, and D investigate lightweight communication security in the IoT with standard-based solutions: IPsec, DTLS, and IEEE 802.15.4. Paper E studies the protection of the IoT against network and routing attacks, and presents an IDS and firewall for RPL-based 6LoWPAN networks. Paper F explores the security of stored data inside a resource-constrained node. It presents a novel combined secure storage and communication solution for the IoT, with the special focus on minimizing cryptographic operations.

Paper A, B, and F are published in renowned international peer-reviewed conferences, Paper C and E are published in ISI indexed referenced journals, and Paper D is under submission to a journal.
3.1 Security Considerations for the WirelessHART Protocol


Summary

WirelessHART is a secure and reliable communication standard for industrial process automation. The WirelessHART specifications are well organized in all aspects except security: there are no separate specifications of security requirements or features. Rather, security mechanisms are described throughout the documentation. This impedes implementation of the standard and development of applications since it requires close knowledge of all the core specifications on the part of the developer.

We have thoroughly discussed the security features in the WirelessHART standard and analyzed the specified security features against the available threats in the wireless medium. We have also identified some security limitations in the standard. However, the provided security in the wireless medium, although subjected to some threats due to its wireless nature, is strong enough to be used in industrial process control environments. The physical protection of the WirelessHART devices is very important to avoid device cloning and stealing security secrets, which will lead to other security attacks. Also, the careful implementation of the Network Manager is very important. The WirelessHART standard does not enforce security in the core/wired network but the connections between the wired devices must be secured. The standard provides core security services including confidentiality, integrity, authentication, and availability; however, other security services such as non-repudiation, authorization or access control, and accounting are yet to be provided.

Contribution

In this paper we provide a comprehensive overview of WirelessHART security where we analyze the provided security mechanisms against well-known threats in the wireless medium, and propose recommendations to mitigate shortcomings. Furthermore, we elucidate the specifications of the Security Manager, its placement in the network, and interaction with the Network Manager.
3.2 Securing Communication in 6LoWPAN with Compressed IPsec

My Contribution
I reviewed the WirelessHART security, performed the threat analysis of WirelessHART, and wrote the first draft of the paper.

3.2 Securing Communication in 6LoWPAN with Compressed IPsec


Summary
Real-world deployments of wireless sensor networks (WSNs) require secure communication. It is important that a receiver is able to verify that sensor data was generated by trusted nodes. It may also be necessary to encrypt sensor data in transit. WSNs will be an integral part of the Internet and IPv6 and 6LoWPAN are the protocol standards that are expected to be used in this context. IPsec is the standard method to secure Internet communication and we investigate if IPsec can be extended to sensor networks. Towards this end, we have presented the first IPsec specification and implementation for 6LoWPAN. We have extensively evaluated our implementation and demonstrated that it is possible and feasible to use compressed IPsec to secure communication between sensor nodes and hosts in the Internet.

Contribution
In this paper we provide End-to-End (E2E) secure communication between IP enabled sensor networks and the traditional Internet. We present the first compressed lightweight design, implementation, and evaluation of 6LoWPAN extension for IPsec. We give a specification of IPsec for 6LoWPAN including definitions for AH and ESP extension headers. Prior to this work no specification for IPsec in the context of 6LoWPAN existed. We present the first implementation of IPsec for 6LoWPAN networks. We show that it is practical and feasible to secure WSN communication using IPsec. We evaluate the performance of our IPsec 6LoWPAN implementation in terms of code size, packet
overheads and communication performance. Our results show that the overhead comparable to the overhead of generally employed 802.15.4 link-layer security while offering the benefit of true E2E security.

My Contribution

I am the main author of the paper. I proposed the 6LoWPAN compression, contributed in implementation, and designed and performed most of the evaluation. I wrote most of the paper.

3.3 Secure Communication for the Internet of Things
A Comparison of Link-Layer Security and IPsec for 6LoWPAN

Shahid Raza, Simon Duquennoy, Joel Högland, Utz Roedig, Thiem Voigt.

Summary

The future Internet of Things will be an all-IP network. As it will be the foundation of many services, our daily life will depend on its availability and reliable operation. It is therefore important to find mechanisms providing security in the IoT. As the existing IEEE 802.15.4 link-layer security does not provide the required end-to-end security, alternative or complementary mechanisms must be found. In this paper we have shown that IPsec implemented through 6LoWPAN extensions is a feasible option for providing end-to-end security in the IoT, and IEEE 802.15.4 security, at least integrity protection, is also needed. This paper presents a thorough evaluation of the proposed IPsec solution and compares its performance with IEEE 802.15.4 link-layer security.

Contribution

In Paper B we present a 6LoWPAN/IPsec solution and perform a preliminary performance analysis of the overall system. In this paper we extend our pre-
vious work (Paper B) in several aspects. First, we describe in this paper Encapsulating Security Payload (ESP) for 6LoWPAN/IPsec while our previous work only discussed in detail the Authentication Header (AH). Second, we compare the 6LoWPAN/IPsec solution with the commonly employed 802.15.4 link-layer security, where we also implement IEEE 802.15.4 security for the Contiki OS. Third, we present a thorough testbed performance evaluation of the 6LoWPAN/IPsec solution and 802.15.4 security. We experimentally show that 6LoWPAN/IPsec outperforms 802.15.4 link-layer security as the payload size and/or the number of hops increases.

My Contribution
I designed the 6LoWPAN extension for IPsec’s ESP. I implemented IEEE 802.15.4 security for the Contiki OS, and I performed most of the evaluation. I wrote the first draft of the paper.

3.4 Lithe: Lightweight Secure CoAP for the Internet of Things

Shahid Raza, Hossein Shafagh, Kasun Hewage, René Hummen, Thiemo Voigt.
Lithe: Lightweight Secure CoAP for the Internet of Things. [In Submission]

Summary
CoAP enabled hosts will be an integral part of the Internet of Things (IoT). Furthermore, real world deployments of CoAP supported devices require security solutions. To this end, DTLS is the standard protocol to enable secure CoAP (CoAPs). In this paper, we investigate if the overhead of DTLS can be reduced by 6LoWPAN header compression, and present the first DTLS header compression specification for 6LoWPAN. We quantitatively show that DTLS can be compressed and its overhead can be significantly reduced using the 6LoWPAN standardized mechanisms. Our implementation and evaluation of compressed DTLS demonstrate that it is possible to reduce the CoAPs overhead, as the DTLS compression is efficient in terms of energy consumption and network-wide response time, when compared with plain CoAPs. The difference between compressed DTLS and plain DTLS is very significant, if the use of plain DTLS results in 6LoWPAN fragmentation.
Contribution

In this paper, we present Lithe—an integration of DTLS and CoAP for the IoT. With Lithe, we additionally propose a novel DTLS header compression scheme that aims to significantly reduce the header overhead of DTLS leveraging the 6LoWPAN standard. Most importantly, our proposed DTLS header compression scheme does not compromise the end-to-end security properties provided by DTLS. At the same time, it considerably reduces the number of transmitted bytes while maintaining DTLS standard compliance. The main contributions of this paper are: (i) we provide novel and standard compliant DTLS compression mechanisms that aim to increase the applicability of DTLS and, thus, CoAPs for constrained devices, and (ii) we implement the compressed DTLS in an OS for the IoT and evaluate it on real hardware; the results quantitatively show that Lithe is more efficient in many aspects than the plain CoAP/DTLS.

My Contribution

I am the main author of the paper. I proposed the compressed DTLS, and contributed in the implementation and evaluation of the compressed DTLS. I wrote most of the paper.

3.5 SVELTE: Real-time Intrusion Detection in the Internet of Things


Summary

In the Internet of Things (IoT), resource-constrained things are connected to the unreliable and untrusted Internet via IPv6 and 6LoWPAN networks. Even when they are secured with encryption and authentication, these things are exposed both to wireless attacks from inside the 6LoWPAN network and from the Internet. Since these attacks may succeed, Intrusion Detection Systems (IDS) are necessary. Currently, there are no IDSs that meet the requirements of the IPv6-connected IoT since the available approaches are either customized for Wireless Sensor Networks (WSN) or for the conventional Internet. To this
end we present SVELTE, the first IDS for the IoT. We implement and evaluate
SVELTE and show that it is indeed feasible to use it in the context of RPL,
6LoWPAN, and the IoT. To guard against global attacks we also design and
implement a mini-firewall.

Contribution
In this paper we design, implement, and evaluate a novel intrusion detection
system for the IoT that we call SVELTE. In our implementation and evaluation we primarily target routing attacks such as spoofed or altered information,
sinkhole, and selective-forwarding. However, our approach can be extended to
detect other attacks. We implement SVELTE in the Contiki OS and thoroughly
evaluate it. Our evaluation shows that in the simulated scenarios, SVELTE de-
tects all malicious nodes that launch our implemented sinkhole and/or selective
forwarding attacks. However, the true positive rate is not 100%, i.e., we have
some false alarms during the detection of malicious nodes. Also, SVELTE’s
overhead is small enough to deploy it on constrained nodes with limited energy
and memory capacity.

My Contribution
I proposed the IDS for the IoT. I contributed in the development of the intrusion
detection infrastructure, detection algorithms, and the 6Mapper. I designed the
evaluation and I wrote the first draft of the paper.

3.6 Combined Secure Storage and Communication for the Internet of Things
Ibrahim Ethem Bacei, Shahid Raza, Tony Chung, Utz Roedig, Thiemo Voigt.
Combined Secure Storage and Communication for the Internet of Things. In
proceedings of 10th IEEE International Conference on Sensing, Communication,
and Networking (SECON’13), June 24-27, 2013, New Orleans, USA.

Summary
The future Internet of Things (IoT) may be based on the existing and estab-
lished Internet Protocol (IP). Many IoT application scenarios will handle sen-
sitive data. However, as security requirements for storage and communication
are addressed separately, work such as key management or cryptographic processing is duplicated. Our proposed secure storage and communication framework is based on the established IPv6/6LoWPAN protocols. IPv6/6LoWPAN defines IPsec/ESP (Encapsulating Security Payload) that provides encryption and authentication of transmitted data packets. We use the same cryptographic methods and data formats defined by ESP for data processing before storage. This requires us to store not only data but also all header information that is involved in the cryptographic processing. We have shown that this is possible within the context of the IP protocol family. The described solution requires additional storage space on nodes. However, we believe that currently available flash memory sizes can absorb these overheads. Data on nodes must be secured when stored and transported in order to implement a comprehensive security solution. As resource-constrained embedded systems are limited in resources it is necessary to find efficient solutions. The proposed framework combining security aspects of storage and communication can help to achieve this goal.

Contribution

In this paper we present a framework that allows us to combine secure storage and secure communication in the IP-based IoT. We show how data can be stored securely such that it can be delivered securely upon request without further cryptographic processing. The main contributions of this paper are: (i) the definition of a framework for combined secure storage and communication for IPv6/6LoWPAN networks, (ii) an implementation of the framework for the Contiki operating system, and (iii) a detailed evaluation of the performance gains of the framework. Our prototype implementation shows that combined secure storage and communication can reduce security related real-time processing on nodes dramatically (up to 71% reduction). As shown, this can be achieved while decreasing as well a nodes power consumption (up to 32.1%).

My Contribution

I contributed in the idea of this paper, provided the initial IPsec support, and participated in writing and reviewing the paper.
Chapter 4

Related Work

There is unanimous consensus among the IoT research community that security is an important requirement in the IoT [10, 11, 31, 32, 33]. A number of security protocols has been proposed for resource-constrained WSNs [12]. However, these security protocols are often tailored to the specific application requirements and do not consider interoperability with Internet protocols. On the other hand, the IoT security protocols require interoperability with Internet protocols.

Though Garcia-Morchon et al. [31] provide general security needs in the IoT and highlight the importance of standard-based security protocols, they do not propose any adaptations in Internet protocols which make them feasible to use in the IoT. Also, no quantitative evaluation shows the applicability of standard Internet security protocols in the IoT. Granjal [32] accentuates the need for E2E security in the IoT, and shows with empirical evaluation the limitations of current sensing platforms. The community of IoT security researchers has analyzed security challenges in the IP-based IoT [33] and solutions that improve or modify standard IP security protocols that meet the requirements of resource-constrained devices. They conclude that security architectures should fit device capabilities, that proposed security protocols should ensure scalability, that cross layer interactions such as for key management is important in multi-layered solutions, and that standardization of these security solutions is important for interoperability.
4.1 Communication Security

Communication security based on End-to-End (E2E) message protection and authentication is well-recognized in the research community [10, 11, 32, 34]. Yu et al. [10] propose E2E secure communication between WSNs and Internet. They use asymmetric cryptography for key management and authentication and delegate resource hungry operations to a gateway. This leads to a need for a complex gateway, which also breaks pure E2E security between sensor nodes and hosts on Internet.

Cryptographic processing is one of the main resource hungry tasks while providing communication security. These operations include encryption and decryption, key and hash generation, and sign and verify hashes. Wander et al. [35] compare two most well-know asymmetric algorithms, RSA and Elliptic Curve Cryptography (ECC) [36], on sensor nodes and conclude that ECC is more efficient than RSA, and asymmetric cryptography is viable for constrained hardware. Later, in order to make ECC viable for WSNs, a lot of research work has focused on reducing complexity of asymmetric cryptographic algorithms, ultimately improving efficiency of key distribution protocols. For example, TinyECC [37] and NanoECC [38] use ECC in order to make cryptography feasible on resource-constrained devices. Wood et al. [39] and Hu et al. [40] have demonstrated efficient cryptography for smart objects using dedicated crypto hardware support. We have also shown that use of crypto hardware significantly reduces the overhead of cryptographic operations (Paper C). Liu et al. [41] and Chung et al. [42] describe key distribution mechanisms that save scarce bandwidth in resource constrained networks. These improvements make cryptographic mechanisms in the context of WSNs more viable but an important issue remains: a standardized way of implementing security services is missing and for each deployment unique customized solutions are created. This thesis provides lightweight solutions based on standardized protocols to securely connect IoT devices.

4.1.1 IEEE 802.15.4 Security

IEEE 802.15.4 security provides standardized mechanisms for message authentication and encryption on a per-hop base in 6LoWPAN networks. However, these mechanisms are difficult to implement on resource constrained sensor nodes, as cryptographic mechanisms can be expensive in terms of code size and processing speed. Furthermore, messages leaving the 802.15.4 network and continuing to travel on an IP network are not protected by link-layer secu-
4.1 Communication Security

rity mechanisms. Therefore, in many solutions, a separate security mechanism is added to protect data traveling between Internet hosts and border routers. One such example is the ArchRock PhyNET [43] that applies IPsec in tunnel mode between the border router and Internet hosts. HIP DEX [44] is another solution that can be used directly as a keying mechanism for a MAC layer security protocol. Wood et al. [39] also propose a solution to secure link-layer communication in TinyOS for IEEE 802.15.4-based WSN. Recently, Roman et al. proposed key management systems for sensor network in the context of the IoT [45] that are applicable to link-layer security. We also implement standardized 802.15.4 security for 6LoWPAN networks with hardware-aided crypto operations and show that it is viable to use 802.15.4 security in constrained environments (Paper C); however, 802.15.4 security only protects communication between two neighboring devices.

4.1.2 Transport Layer

End-to-end security can be provided by using Transport Layer Security (TLS) [46], or by its old version SSL. TLS/SSL has been proposed as a security mechanism for the IoT by Hong et al. [47]. Their evaluation shows that this security mechanism is indeed quite costly in terms of time and energy during full SSL handshake and a data packet transfer. Foulagar et al. propose a TLS implementation for smart objects [48]. However, this solution involves the border router to reduce cryptographic computational effort on smart objects and cannot be considered a full E2E solution. Brachmann et al. [49] propose TLS-DTLS mapping to protect the IoT. However, their solution requires the presence of a trusted 6BR that break E2E security at the 6BR. Kothmayr et al. [50] investigate the use of DTLS in 6LoWPANs with a Trusted Platform Module (TPM) to get hardware support for the RSA algorithm. However, in addition to specialized hardware requirement, they have used DTLS as it is without using any compression method which would shorten the lifetime of the entire network due to the redundancy in transmitted data.

Granjal et al. [34] evaluate the use of DTLS as it is with CoAP for secure communication. They note that payload space scarcity would be problematic with applications that require larger payloads. As an alternative, they suggest to employ security at other networking layers such as compressed form of IPsec. Brachmann et al. [51] provide an overview of state-of-the-art security solutions for a CoAP-based applications, and discuss the feasibility of DTLS, TLS, IPsec, or combination of these for E2E security and secure multicast communication. They assume pre-shared keys in their proposals due to
resource-constrained nature of the nodes. Recently, Koeh et al. in an IETF draft discuss the implications of securing the IP-connected IoT with DTLS [52] and propose an architecture for secure network access and management of unicast and multicast keys with extended DTLS. Garcia et al. [11] also propose and compare pre-shared based Host Identity Protocol (HIP) and DTLS as key management, secure network access, and secure communication protocols. They conclude that though HIP is efficient, it is not widely available in the current Internet; on the other hand DTLS in its current form is heavy for constrained devices and requires optimizations.

The above solutions either review the use of (D)TLS in the IoT or propose architectures that break E2E security. We reduce the overhead of DTLS in CoAP-based IoT by employing 6LoWPAN header compression mechanisms, and implement and evaluate it in an IoT setup on real hardware (Paper D). Our solution is DTLS standard complaint and ensures E2E security between CoAP applications. However, we rely on pre-shared key for initial authentication during handshake. In another work [53], we propose design ideas to reduce the overhead of the two-way certificate-based DTLS handshake. We suggest (i) pre-validation of certificates at the trusted 6BR, (ii) session resumption to avoid the overhead of a full handshake, and (iii) handshake delegation to the owner of the resource-constrained device. This work in making certificate-based authentication viable for the IoT is complementary to our work on compressed DTLS (Paper D).

Researchers are also investigating vulnerabilities in the DTLS protocol. Nadhem et al. recently demonstrated successful attacks against the DTLS protocol [54, 55].

4.1.3 IPsec

IPsec ensures the confidentiality and integrity of transport-layer headers and integrity of IP headers, which cannot be done with higher-level solutions as TLS. For these reasons, the research community [56, 57, 58] and 6LoWPAN and CoRE standardization groups [4, 59] consider IPsec a potential security solution for the IoT. On the other hand, some have regarded IPsec heavy for constrained environments [60].

We propose a standard-compliant IPsec extension for 6LoWPAN (Paper B) and evaluate it on real hardware in an IoT setup. Granjal et al. investigate the use of IPsec for 6LoWPAN [61]. However, they do not provide exact specifications of the required 6LoWPAN headers. Furthermore, no implementation is provided and no detailed evaluation of possible communication performance
is given. In their study they analyze the execution times and memory require-
ments of cryptographic algorithms they propose for 6LoWPAN/IPsec integra-
tion. We design, implement, and evaluate 6LoWPAN compressed IPsec for
the IoT, and quantitatively compare it with the 802.15.4 security (Paper C). We
propose to use IPsec in transport mode that enables E2E security between the
communicating endpoints. We implement our compressed IPsec in the Contiki
OS [62]. Recently, Jorge et al. [63] have extended our 6LoWPAN compressed
IPsec (Paper C) and included support for IPsec in tunnel mode. They have
implemented and evaluated their proposal in TinyOS.

4.1.4 Key Management in the IoT

Key Management Systems (KMSs) proposed for WSNs are tailored for specific
scenario [12] and are not interoperable with Internet protocols. The KMS for
the IoT should be based on standard protocols. The standard-compliant secu-
rity protocol DTLS has inherited automatic KMS that the Handshake protocol
provides. For key management in the resource-constrained WSNs and 6LoW-
PANs, pre-shared keying is still the state-of-art mechanism. Recent IETF
proposal on the use of DTLS in the IoT also relies on pre-shared keys [52].
For scalable and automatic key management we have shown the viability of
certificate-based DTLS in the context of IoT [53].

IPsec relies on Internet Key Exchange (IKE) [64] for key management. Kivinen
proposes a lightweight IKEv2 [65] that includes the minimal set of
features and does not include the optional features. This proposal too relies on
shared secret for authentication and considers certificate-based authentication
too heavy for the IoT. Roman et al. propose key management systems for the
IoT [45] that are applicable to link-layer security. The IEEE 804.15.4 protocol
does not provide a KMS. We have proposed an adaptation of the IKE that
extends its key management capabilities to the IEEE 804.15.4 protocol [30].
Recently, Jennings has proposed a transitive trust provisioning for constrained
devices [66], which uses a one-time password to enroll a constrained device in
an IoT.

4.2 Network Security

A number of attacks against the IoT have been identified [67] in addition to
those against WSN [68] that are also applicable to the IoT. Therefore, it is im-
portant to have systems that detect such attacks. The concept of intrusion detec-
tion is quite old and extensive research is carried out in this field mostly against the Internet attacks and attacks against WSN. However, no IDS are specifically designed in the context of IoT. Most of the IDS approaches for WSN are based on a distributed architecture and are built on the assumption that there is no centralized management and control point. A common IDS approach for WSNs is to utilize several special nodes distributed evenly throughout the network. These special nodes can either be physically different or dynamically distributed throughout the network. In real deployments, however, it cannot be guaranteed that particular nodes are always present in specific locations in the network; also, the cost of employing mobile agents that move through the network might be too high. Clustering based approaches have similar issues as each cluster often requires a powerful entity for coordination. The IoT has a novel architecture where the 6BR is always assumed to be accessible and is a potential place for centralized management and control.

Many IDS approaches are based upon watchdog techniques which could be used in the IoT. In addition to being distributed and fully deployed on sensor nodes, a general problem with watchdog-based approaches is that they require promiscuous listening, which consumes a lot of power and therefore is not suitable for constrained devices. Advanced anomaly detection approaches are proposed, not primarily for WSNs, which on one hand can detect many intrusions efficiently but on the other hand requires intelligent learning, which is both expensive and difficult in low-power 6LoWPAN networks. Most current IDS approaches require different routing schemes that are not based on standardized mechanisms. As far as we are aware, no approach is built around 6LoWPAN and RPL in the context of the IoT. Our solution is the first design, implementation, and evaluation of the IDS for the IoT (Paper E).

4.3 Secure Storage

Solutions for secure communication and secure storage of data in the IP based IoT exist, but these functions are generally designed and operated independent of each other. There are a number of secure storage solutions available. Codo is a security extension for the Coffee filesystem in the Contiki OS. Codo optimizes performance of security operations by enabling caching of data for bulk encryption and decryption. We use Codo as a base and present combined secure storage and communication for the IoT, which is faster and more energy efficient than the conventional separate secure storage and communication solutions.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

The IoT is becoming a reality and serious standardization efforts are underway to interconnect the IoT devices using the IP protocols such as CoAP, 6LoWPAN, RPL, etc. IP networks will be the foundation of many services and our daily life will depend on their availability. Security is must in the IoT. Due to the sensitivity of potential applications, not just protection of communication, but a multi-faceted security is important. This thesis has presented lightweight yet standard compliant security solutions to protect communication, constrained networks, as well as stored data in devices in the IoT.

Towards secure communication in the IoT, this thesis has investigated the use of IPsec, DTLS, and the IEEE 802.15.4 security. For web-based applications in the IoT, DTLS is well suited for E2E security, and the optimized DTLS presented in this thesis has lower overhead in terms of energy consumption and response time than the plain DTLS. With currently available hardware capabilities in the IoT devices, pre-shared key authentication during the DTLS handshake is still an acceptable solution, as proposed by other recent works on DTLS as well. IPsec, mandated by IPv6, is a security solution to protect communication at the network layer, which provides security between two machines. This thesis shows that it is viable to provide E2E security in the IoT with 6LoWPAN compressed IPsec in transport mode. The evaluation
of compressed IPsec in transport mode shows that the ROM/RAM, energy, and
response time overhead is acceptable. It is also shown that, contrary to the com-
mon believe, IPsec is more efficient than IEEE 802.15.4 security in 6LoWPAN
networks with multiple hops and for larger message sizes. The IEEE 802.15.4
security at the link layer and upper layer security solutions (e.g. IPsec and
DTLS) are not replacements for reach other. For the early identification of cer-
tain attacks (such as a data modification attack) and hence for the efficient use
of network resources, in addition to E2E security solutions, link-layer security
is also important in multi-hop 6LoWPAN networks.

For multi-faceted security, it is important that the IoT is protected against
internal and external intrusions. Towards this end, this thesis has proposed and
developed a lightweight IDS for 6LoWPAN networks that use RPL as rout-
ing protocol in the IoT. To guard against global attacks we have also designed
and implemented a mini-firewall. The detection algorithms in the proposed
IDS currently target spoofed or altered information, sinkhole and selective for-
warding attacks. However, our IDS infrastructure is extensible and more attack
detection mechanisms can be added.

Most of the IoT devices are tiny wireless devices and it is relatively easier to
capture and clone them. Therefore, this thesis has also proposed a secure stor-
age solution in the context of IoT. Unlike typical secure storage mechanisms
that require separate cryptographic operations for storage and for communi-
cation security, this thesis has presented a combined secure storage and com-
munication. Though this solution requires a little more storage space, it can
reduce security related real-time processing on nodes up to 71%, and power
consumption is reduced up to 32.1% when data is stored in ESP protected for-
mat.

5.2 Future Work

Pre-shared keying is still the state-of-art key management solution in the IoT.
IPsec mandates pre-shared key, and CoAPs that relies on DTLS also proposes
the use of pre-shared key in addition to RawPublicKey and certificate-based
authentication. The communication security solutions presented in this the-
sis rely on shared secret key. However, with the advancement of hardware,
more storage and processing capabilities with efficient energy usage are ex-
pected in the IoT devices. With these increased capabilities it may be wise
to deploy certificate-based cryptography in the IoT. We have already proposed
optimizations in the certificate-based authentication during the DTLS hand-
shake to make DTLS a viable solution for automatic key management, secure network access, and session negotiation. Currently, we are working on the implementation of these proposals, and plan to evaluate the full certificate-based DTLS on real hardware. Also, we plan to investigate the use of certificate-based IKEv2 for automatic key management for IPsec. In order to make IKEv2 fit for constrained environments, we have already proposed preliminary adaptations in the IKEv2. We plan to implement and evaluate the enhanced IKEv2 protocol that, in addition to IPsec, also provides key management solution for the 802.15.4 security.

In the current work, we have evaluated the proposed solutions in testbeds. We plan to deploy these security technologies in real IoT deployments and evaluate them together. In parallel, we are also working on enhancements in our IDS and firewall for the IoT and extending it with more detection capabilities.

This thesis focuses on the security aspects of the IoT. Another important concern in the IoT is privacy. The importance of privacy is well-studied in the context of IoT [79, 80, 81]. However, the current work on privacy in the IoT focuses on vision, requirements, and challenges, and lacks the quantitative analysis of enabling privacy. We plan to investigate the adaptation of Privacy Enhancing Techniques (PETs) [82, 83] in the context of the IoT with empirical analysis, and plan to quantify the overhead of providing privacy in constrained environments. Some of other open security issues and challenges in the IoT are:

- Use of asymmetric cryptography with certificate-based mutual authentication in the IoT.
- Secure bootstrapping of things in the IoT with ease-of-use.
- Security and privacy of sensor data inside a cloud environment, in an integrated system of a cloud and the IoT [84, 85].
- Secure management of IoT domains.
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Abstract

WirelessHART is a secure and reliable communication standard for industrial process automation. The WirelessHART specifications are well organized in all aspects except security: there are no separate specifications of security requirements or features. Rather, security mechanisms are described throughout the documentation. This impedes implementation of the standard and development of applications since it requires profound knowledge of all the core specifications on the part of the developer.

In this paper we provide a comprehensive overview of WirelessHART security: we analyze the provided security mechanisms against well known threats in the wireless medium, and propose recommendations to mitigate shortcomings. Furthermore, we elucidate the specifications of the Security Manager, its placement in the network, and interaction with the Network Manager.
6.1 Introduction

WirelessHART [1] is the first IEC approved [2] open standard for Wireless Sensor Networks (WSNs) designed primarily for industrial process automation and control systems. The applications of WirelessHART include process and equipment monitoring, environment and energy monitoring, asset management, and advanced diagnostics. The WirelessHART network is a collection of wired entities: Network Manager, Gateway, Security Manager, and Plant Automation Hosts (PAH); and wireless devices: Field devices, Adapters, Routers, Access Points, and Handheld devices [3]. The Network Manager provides overall management, network initialization functions, network scheduling and monitoring, and resource management. The Network Manager collaborates with the Security Manager for the management and distribution of security keys. The wireless devices are connected using a mesh network where each device acts as a router and must be directly connected with at least two neighboring devices to provide path diversity. The protocol stack is based on a seven layer OSI stack with additional Security and MAC sub layers. WirelessHART is a self healing and self organizing wireless protocol, in that the devices are able to find neighbors and establish paths with them, and detect network outages and reroute.

The WirelessHART standard is developed by the HART Communication Foundation (HCF) [4] consisting of authorities in process automation and control. The WirelessHART specifications are very well designed and almost complete in all aspects except security. The provided security is spread throughout the WirelessHART specifications and the standard lacks a comprehensive document that explains and specifies the security. The network designers and device vendors encounter ambiguities regarding the complete security architecture of the WirelessHART, the strength of the provided security, the security keys needed, and the functionalities and placement of Security Manager.

The WirelessHART standard has been recently released and we are the first to analyze and clarify its security features. Our main contribution is to provide a thorough understanding of the security features in WirelessHART. We discuss the strengths and weaknesses of the provided security mechanisms in the form of threat analysis: we analyze the WirelessHART security against the well known threats in the wireless medium and propose recommendations to mitigate the impact of these threats. We also explain the security keys and their usage as the standard does not illustrate them clearly. Finally, we elaborate the functions of the Security Manager, its placement in the network, and its interaction with the Network Manager.
6.2 WirelessHART Security

The legacy HART protocol (HART 6 and earlier) uses only single parity check coding schemes [5] to detect communication errors. However, WirelessHART (HART 7) is a secure and reliable protocol for industrial automation. The field devices collect data about processes and securely send it, as an input, to other field devices. The routing information, security keys, and the timing information are sent to the devices in a secure way. In short, all data in the WirelessHART network travel in the form of WirelessHART commands and the confidentiality, integrity, and the authenticity of the commands are ensured. We can divide the provided security in the WirelessHART standard into three levels: End-to-End, Per-hop, and Peer-to-Peer.

6.2.1 End-to-End Security

End-to-end security is enforced to secure the communication between the source and destination from malevolent insiders. The Network Layer is used to provide end-to-end security; any data that is passed from the network layer to the data-link layer is enciphered (except for the NPDU header) and only the destination device is able to decipher it. All field devices in the WirelessHART network have unicast and broadcast sessions with the Gateway and Network Manager. Two field devices always communicate via the Gateway. The Network Protocol Data Unit (NPDU) is shown in the Table 6.1.

<table>
<thead>
<tr>
<th>NPDU Header</th>
<th>Security Sublayer</th>
<th>NPDU Payload</th>
</tr>
</thead>
</table>

Table 6.1: WirelessHART Network Layer PDU

The NPDU payload in Table 6.1 is a Transport Layer PDU (TPDU) that is always encrypted using the Advanced Encryption Standard (AES) with a 128 bit key. The Security Sub-layer consists of the Message Integrity Code (MIC), the Counter, and the Security Control Byte. The NPDU header is needed for routing of data; its details can be found in the specifications [6]. The three fields in the Security Sub-layer are used as follows:

i. Security Control Byte: It is used to define the type of the security employed. The first four bits are reserved for future security enhancement.

---

1It is possible to create peer-to-peer session between the two field devices but the WirelessHART standard prohibits such direct connections due to security reasons.
and the next four bits define the security types. In HART 7.1, only three types are identified, see Figure 6.1 for details.

![Security Control Byte](image)

**Figure 6.1: Security Control Byte**

ii. Counter: A four-byte counter that is used to create the nonce.

iii. MIC: Keyed MIC is used for data integrity and source integrity (authentication) between source and destination. The MIC is calculated on the whole NPDU by setting the Time To Live (TTL), Counter, and MIC to zero. Four byte-strings are needed to calculate the MIC, including: NPDU header (a) - from control byte to MIC, NPDU payload (m) - the encrypted TPDU, *Nonce* - 13 byte long and provides defense against replay attacks, *AES key* - a 128 bit key needed for calculating the MIC. The same key is used for encrypting NPDU payload.

The Network Layer in the WirelessHART protocol stack provides three security services: confidentiality, integrity, and authentication. The AES in Counter with CBC-MAC (CCM) mode [7] is used for calculating the MIC to provide authentication and data integrity, and encrypting the NPDU payload to provide confidentiality. The same key is used for both encryption and MIC calculation. The CCM mode is the combination of Cipher Block Chaining-Message Authentication Code (CBC-MAC) and Counter modes. The two methods are highlighted below:

i. AES-CCM in CBC-MAC mode

In CBC-MAC, the message is enciphered using a block cipher algorithm in CBC mode and the last cipher block called MAC/MIC is constructed. In WirelessHART, the CBC-MAC mode is used to calculate the MIC at
the network and the data-link layers. CBC-MAC can be used for both plain text and cipher text. This mode needs the exact number of blocks and padding is used to equalize the last block. Only Encryption is used for calculating and verifying the MIC. A formatting function is applied on the unencrypted NPUD header, the encrypted NDPU payload, and the Nonce to produce the blocks B0, B1, B2...Bi; for details about this formatting function and block formation please refer to [8]. Figure 6.2 shows the operations to calculate MIC using CBC-MAC mode.

![Figure 6.2: CBC-MAC mode for calculating MIC](image)

ii. AES-CCM in Counter mode

The Counter mode is used for the encryption/decryption of the WirelessHART NPDU payload. Here too, the message blocks are created in the same fashion as above, but no padding is required and blocks can be manipulated in parallel. The cipher text C0, C1, C2,... will form an encrypted NPDU payload. The counter mode is shown in the Figure 6.3.

6.2.2 Per-Hop Security

The Data-Link Layer (DLL) is used to provide per-hop security between the two neighboring wireless devices using the Network key. Per-hop security is a defense against outsiders, i.e. devices that are not part of WirelessHART network. The Network key is known to all authenticated devices in the WirelessHART network. The keyed MIC is calculated on the entire Data Link-layer PDU (DLPDU) using the AES-CCM mode as discussed above. The four parameters for the AES CCM mode are:
6.2 WirelessHART Security

- \( m \): the encrypted message; but as the DL PDU is not encrypted the length of this byte-string is zero in WirelessHART.

- \( a \): the DL PDU from 0x41 to DL PDU payload [9].

- \( N \): a 13 bytes byte-string that is formed by concatenating the Absolute Slot Number (ASN) and source address [9].

- \( K \): the 128 bit Network Key.

The DLL ensures source integrity (authentication) of the message between the two neighboring devices. The DLL also offers data integrity using Cyclic Redundancy Check (CRC)\(^2\). The WirelessHART standard uses the 16-bits ITU-T polynomial [10] to calculate the CRC.

6.2.3 Peer-to-Peer Security

All traffic in the WirelessHART network flows through the gateway, but a Handheld device can create a direct one-to-one session with the field devices using the Handheld key [3]. In order to establish such connections, the Handheld device first joins the WirelessHART network using its Join key; after

\(^2\)CRC is not a cryptographic way to enforce integrity; rather it is a way to check communication errors.
successful joining, the Handheld device requests the Handheld key from the Network Manager. The received Handheld key is used to create a peer-to-peer session with the field device that also receives Handheld key.

Summary

The WirelessHART standard provides data confidentiality, data integrity, authentication (source integrity), and availability (using FHSS [11] and time slotting [6]) but the standard does not enforce authorization, non-repudiation, and accounting services.

6.3 Threat Analysis

A threat is an indication of a potential undesirable event [12]. The use of the wireless interface makes WirelessHART more vulnerable than legacy HART. We list possible threats against a WirelessHART network and discuss which threats are addressed by WirelessHART and which threats must be addressed. We propose recommendations to reduce the impact of the threat. The threat analysis will help developers, manufactures, and protocol designers to mitigate the impact of the threat in the design solutions.

6.3.1 Interference

Interference is an unintentional disruption of a radio signal; a signal with the same frequency and modulation technique can override the actual signal at the receiver. WirelessHART operates at the 2450 (2400-2483.5) MHz frequency band spectrum and has 16 channels; this spectrum can be shared with e.g. Wi-Fi, Bluetooth, WibRee (Bluetooth Low Energy Technology), ZigBee, and ISA100.11.a.

The WirelessHART standard uses Frequency-Hopping Spread Spectrum (FHSS) [11], uniquely assigned time slots using Time Division Multiple Access (TDMA), and path diversity which reduces the chances that interference causes actual harm to the operation of the network. With the reliability greater than 3-sigma (99.7300204%) [6] WirelessHART is the most reliable protocol among the current available solutions for industrial process automation especially if we compare it with ZigBee [13]. Nevertheless the strict and sensitive nature of a process automation system requires fail proof (100%) reliability
and failure may produce catastrophic results. The growing number of Wi-Fi, ZigBee, Bluetooth etc. devices can make the WirelessHART frequency band more vulnerable to interference in the future.

### 6.3.2 Jamming

Jamming is normally considered an intentional interruption of radio signal when purposely introducing noise or signal with same frequency and modulation technique as used in the target network. WirelessHART is more vulnerable to jamming attacks than interference; the attacker can deliberately introduce radio signals using commonly used Bluetooth devices like cell phones or laptops.

WirelessHART uses the concept of channel Blacklisting. If a certain frequency channel is jammed or is a continuous source of interference, then it can be blacklisted. Blacklisting enhances the reliability of the WirelessHART network but at the same time it limits the number of channels available to send/receive traffic. In spite of FHSS with 15 available channels, the active attacker can jam the WirelessHART network. The switching of channels in the FHSS is based on a pseudorandom sequence. Now if,

a. An attacker has knowledge of pseudorandom sequence (which is hard to find), he/she can calculate the actual channel. (ActualChannel = (ChannelOffset + ASN) % NumChannels) [9]

b. There are sufficient number of 2.4 GHz (Bluetooth, ZigBee, etc) devices in the range of the WirelessHART network

c. The manufacturing plant has legally deployed Wi-Fi networks in and around the WirelessHART network

d. The manufacturing plant produces sufficient amount of noise signals (which is very common there)

e. Some of the channels are already blacklisted,

then the active attacker can jam the WirelessHART network [14]. This jamming of the whole or a part of the WirelessHART network can block or even damage the machinery or plant assets.

### 6.3.3 Sybil

In a Sybil attack [15], an antagonist can hold multiple identities by introducing an adverse entity such as a node or piece of software into a network. The
lack of a trusted central authority in the traditional wireless ad hoc and sensor networks make it possible for the adversary to own multiple identities.

The Network Manager in the WirelessHART network binds an entity with a unique identity. The Network Manager assigns a unique Nickname to all the connected devices. Also, every device has a globally unique ID where the ID is a combination of Device Type and Device ID. The WirelessHART Gateway maintains the list of the Unique IDs and the Network Manager maintains the list of the Nicknames; the wireless devices use these Unique IDs and Nicknames along with the session keys to maintain sessions with the Gateway and Network Manager respectively. This makes Sybil attacks almost impossible in WirelessHART networks.

6.3.4 Traffic Analysis

The broadcast nature of the wireless signals make them more prone to the traffic analysis than wired signals where the attacker should be physically connected to the network.

In WirelessHART networks, the NPDU header and the whole DLPDU are unencrypted and the adversary can easily analyze the WirelessHART traffic. The NPDU header fields e.g., source/Destination addresses, Security Control byte, Nonce counter, etc. are all sent in clear. These fields provide enough information to the rival to perform analysis of the network: finding new devices by analyzing join requests, work peak hours, device usage that can help to make other attacks more effective etc.

If the DLPDU payload were allowed to be encrypted with the Network key (which is also used to calculate the MIC over DLPDU) then the traffic analysis could be minimized, but then all the intermediate devices have to decrypt the NPDU at the DLL to find the destination address, routing information, etc; this will make it difficult to meet the timing requirement of 10ms which is already hard as pointed out by Song [16]. This trade off between the security and system performance makes traffic analysis attack relatively easy.

6.3.5 DOS

Denial-of-Service (DOS) is a common attack on all networked systems; it is against the Availability security service. The wireless nature of WirelessHART makes it more prone to the DOS attack than legacy HART. DOS attacks against a WirelessHART network can be launched by:
- Flooding the network with join requests as the join message is encrypted with the Well-known key at the DLL.

- Sending the fake Advertisements to the neighbors (also encrypted with the Well-known key).

- Continuously modifying the DLPDU and re-computing the CRC. Now the receiving device has to verify the message integrity by calculating the MIC (as the CRC is verified); the WirelessHART protocol uses AES in CCM for calculating MIC which is an expensive operation and requires strict timing (TsTxAckDelay =1ms) requirements [16] to verify the MIC. The unverified packet will be discarded, which results in the retransmission of the packet and consumption of network resources.

- Launching a jamming attack (see section 3.2).

6.3.6 De-synchronization

The attacker can disrupt the communication between two nodes by introducing false timing information in the network and engaging the devices to waste their resources in time synchronization.

The WirelessHART standard has strict timing requirements, and the Timer [1] is one of the primary modules in the network. The Timer module has to meet the timing requirements and keep the time slots (10ms) in synchronization. The MAC sub-layer is responsible for time slotting. Each time a node receives an ACK from its time source, it adjusts its clock. The timing source for a node can be a sender [16], and if the sender is compromised it can disrupt the timing between the two nodes. Hence the participating nodes waste their resources in time synchronization.

6.3.7 Wormhole

In a wormhole attack [17] the adversary creates a tunnel between two legitimate devices by connecting them through the stronger wireless (by inaugurating radio transceivers at both ends) or wired links.

The potential WirelessHART devices that the attacker can use to launch wormhole attack are HART devices (wired) connected to WirelessHART network through the Adapters; the adversary can create a tunnel by connecting two field devices using their maintenance port. A tunnel can also be created by a wireless connection if the Network or Session keys are compromised.
WirelessHART can be subjected to wormhole attack if it uses graph routing (that supports redundant paths). However, if source routing is used then the device must use device-by-device route from source to destination. Source routing provides defense against wormhole attacks but is not reliable, since if any of the intermediate links fail a packet will be lost. One of the recommended solutions to prevent wormhole attack is packet leashing [18]. The physical protection of devices can avoid wired connected wormholes.

6.3.8 Tampering

Tampering or modification attack is the changing of stored secrets or data in transit. If the message is protected with CRC or hash, the attacker usually modifies the data and recalculates the hash or CRC. The stored secrets can be tampered by physically capturing the device and changing the data.

The WirelessHART standard uses the keyed MIC at the Network and Data-link layer to enforce integrity and provide defense against a data tampering attack. Without the knowledge of this specific key the attacker is unable to perform this attack. It is easier to perform a modification attack in the DLL than in the Network layer as the Network key is shared among all the devices and hence easy to find while session keys are device specific. Knowing the Network key and the unencrypted DLPDU, an adversary can seriously damage the normal operations of the WirelessHART network by tampering with the DLPDU and re-calculating the MIC to make it authentic.

Regular changing of the Network key is highly recommended. The physical protection of the device provides defense against the tampering of stored secrets.

6.3.9 Eavesdropping

Eavesdropping refers to the surreptitious listening of private communication. The Confidentiality security service is used to protect data from eavesdroppers.

The actual WirelessHART message consists of aggregated commands. These Commands, the Transport Byte, and the Device Status collectively form a NPDU payload that is encrypted with an AES 128 algorithm using unicast session key. Although some attacks [19] [20] have been identified against AES, none of them are able to crack it and AES is still a NIST USA recommended standard. For an attacker it is very hard to find a session key as it is short lived and unique for each device; hence message eavesdropping is difficult in the
WirelessHART network. Also, the use of FHSS does not allow the eavesdropper to intercept the signal without having the pseudorandom sequence [11].

### 6.3.10 Selective Forwarding Attack

Here the compromised node selectively drops packets; the worst form is when the node does not forward any packet and creates a black-hole [21], but normally the node selectively discards packets so that it is considered as legitimate and cannot be detected by the recovering mechanisms. The Selective Forward attack is more effective if it is backed by traffic analysis.

The Network Manager in the WirelessHART network is responsible for general monitoring of the network; the Handheld device is used to monitor the specific device. They should collectively monitor the network on regular basis to detect and eliminate these attacks. The WirelessHART command 779 (Report Device Health) can be useful in detecting this attack.

### 6.3.11 Exhaustion

Any device that supports the WirelessHART protocol stack and has knowledge of network parameters (Network ID, Device ID, etc.) can send messages to the neighboring devices using the Well-known key. A fake device can use the Well-known key for calculating the MIC over the DLPDU and can use a fake Join key to encrypt and authenticate the NPDU. Although this message will be discarded when received by the Network Manager (as it uses a faked Join key) it consumes network resources along the route from the field device to the Network Manager. If a series of such join attempts are initiated by an active attacker then it can give rise to a serious DOS effect/risk.

In WirelessHART networks, the attacker can only send these messages using the join slot which will not affect the communication among other networked devices. The protection of non-cryptographic secrets (Network ID, Device ID, etc.) can also eliminate this attack.

### 6.3.12 Spoofing

Field devices in the WirelessHART network use the Well-known key not only for joining the network but also for advertisements. The adversary can spoof the new joining device by sending fake advertisements and on receipt of the fake advertisements, the new device assumes that the field device has joined the network.

---

3 WirelessHART devices have Advertisement slots that are used to publish the device presence to the new potential devices who wish to join the network.
join request it can simply discard it. If the fake device has access to the valid Network key then the spoofing attack is more effective since the device can announce its presence to the other legitimate networked devices. Moreover, this can result in a serious blockage of network traffic.

The use of different devices while joining the network can overcome this attack. The regular monitoring and changing of the Network key by the Network Manager can minimize this attack as well.

6.3.13 Collision

Collisions can occur when two or more devices try to access the same frequency channel at exactly the same time; collision can be intentional or unintentional. An attacker can also introduce collision in small portion of the packet [21].

The combination of time diversity and frequency diversity is used to minimize the collision and CRC-16 is used to detect the collision in the WirelessHART network. To minimize the collision, the WirelessHART protocol provides scheduled data transmission based on time slotting; TDMA and channel hopping is used to control access to the network [9]. The CRC is used to detect the collision based on ITU-T polynomial (aka CRC-16) [10].

The CRC-16 might not be able to detect the insertion attack (see security consideration in [10]). This attack can be avoided by better implementation and active coordination between the Physical and Data-link layer especially when the physical layer connection state changes.

6.3.14 Summary

The WirelessHART standard is secure enough to provide defense against most of the attacks. However, wormhole, de-synchronization, jamming, traffic analysis, spoofing, and exhaustion attacks need more attention.

Other than these attacks, the physical protection of the WirelessHART devices is very important. If the device is captured by the attacker it should self destruct because otherwise it can be cloned and the secret contents can be revealed. When a device is disconnected from the network, it should wipe out its volatile memory.
6.4 WirelessHART Security Manager

The Security Manager is an integral wired device in the WirelessHART network. Some of the critical points about the WirelessHART Security Manager are:

- One Security Manager can serve more than one WirelessHART network but there is only one active Security Manager per network.
- The Security manager is an application that meets the security needs of the wireless network. It can reside in a standalone device; it can be a function in the PAH; and it can be integrated in the black box consisting of Gateway, Network Manager, and Security Manager.
- The Security Manager cannot create sessions with the wireless devices; also, it is completely hidden from the Gateway.
- The interface between the Security Manager and Network Manager is not defined by the standard.
- The Security Manager provides security keys to the Network Manager that distributes them to the respective wireless devices.

Based on these prerequisites, we propose that the Security Manager should be directly connected using a dedicated link with the Network Manager at one end and with the wired/core network at the other end. This way, the Security Manager is capable of serving both the wired and wireless networks. Also, the Security Manager can serve more than one Network Manager, but the other Network Managers should be connected to the core network at one end (the other end may be connected with the Gateway). Figure 6.4 shows the placement of the Security Manager (SM) in the WirelessHART network.

According to the WirelessHART standard, the core responsibility of the Security Manager is to manage security keys. However, as a key manager the Security Manager is responsible for generation, storage, revocation, and renewal of keys. The Security Manager is not responsible for the distribution of keys to the wireless devices; instead the Security Manager provides keys to the Network Manager that in turn distributes them to the devices. The commands [22] for the key distribution are listed the Table 6.2.

As of other security functionalities, the security keys are not clearly mentioned in the WirelessHART standard and therefore we elucidate them. In a
WirelessHART network at maximum eight different keys can be used to encrypt/decrypt the NPDU payload and to calculate the MIC at the Network and the Data-link layer. These are:

1. **Network Key**: Used to calculate the MIC over the DLPDU. It is also used for changing the broadcast session keys.

2. **Join Key**: Used to secure the NPDU during the joining process. It is also used when changing the unicast session keys both of the Network Manager and the Gateway.

3. **Unicast-NM**: Used to secure the NPDU during the communication between the Network Manager and a specific Field device. It is also used for encrypting/decrypting the NPDU payload and calculating the MIC over entire NPDU.

---

Figure 6.4: Our Proposed Placement of Security Manager in the network
Table 6.2: Key Distribution Commands in WirelessHART

<table>
<thead>
<tr>
<th>Keys</th>
<th>Commands</th>
</tr>
</thead>
<tbody>
<tr>
<td>Session Keys</td>
<td>Command 963 (Write Session)</td>
</tr>
<tr>
<td>Network Key</td>
<td>Command 961 (Write Network Key)</td>
</tr>
<tr>
<td>Handheld Key</td>
<td>Command 823 (Request Session)</td>
</tr>
<tr>
<td>Join key</td>
<td>Command 768 (Write Join Key)</td>
</tr>
</tbody>
</table>

for changing the Join key.

4. *Unicast-Gateway*: Used to secure the NPDU during the communication between the Gateway and a specific Field device.

5. *Broadcast-NM*: Used to secure the NPDU during a Network Manager broadcast to all the field devices. It is also used for changing the Network key.

6. *Broadcast-Gateway*: Used to secure the NPDU during Gateway broadcast to all field devices.

7. *Handheld key*: Used to secure the NPDU during the communication between the Handheld device and the connected Field device.

8. *Well-known key*: Used to calculate the MIC over the DLPDU during the join process and while sending advertisements. The value of the Well-known key is always 772E 6861 7274 636F 6D6D 2E6F 7267.

All wireless devices have a pre-shared Join key; the Security Manager stores all the Join keys as well. During the joining process the Network Manager asks the Security Manager for the Join key of a new joining device. This key is used to authenticate the NPDU payload and verify the MIC of the joining request. On successful authentication, all other keys are distributed to the devices.

Another important aspect the standard lacks is the interaction between the Security Manager and the Network Manager. The Security Manager manages the keys and the Network Manager uses or distributes them to the Field devices and the Gateway. The Network Manager can request a specific key from the Security Manager by providing the following parameter over a secure channel.
1. **Network ID**: As one Security Manager can serve more than one WirelessHART network each network is uniquely identified by the Network ID.

2. **Nickname**: The Network Manager maintains a list of 2-bytes Nicknames that are used to uniquely identify the WirelessHART devices. The Unique ID (UID) can be used but UIDs are maintained by the Gateway and the Security Manager cannot communicate with the Gateway directly.

3. **Key Type**: The key type can be one of the seven key types listed above. The Well-known key is always the same and can be hardcoded in the Network Manager.

The WirelessHART standard does not specify the security in the wired part of the network. However, the capabilities of the Security Manager can be extended to secure the connection between the wired devices based on asymmetric or public key cryptography [23].

### 6.5 Security Limitations of WirelessHART

Although the WirelessHART standard is designed to be a secure and reliable protocol intended to be used for industrial process automation the current release of the standard has some security limitations. These include:

- The WirelessHART protocol does not support public key cryptography which makes it unable to provide certain security services such as non-repudiation. Strong authentication, i.e. authentication without sending the security secrets over the network is not possible either.

- No mechanisms have been specified to provide authorization and accounting security services. We need accounting when the cost of WirelessHART device is attached to its usage.

- The complete key management system is not specified; however, the commands for distribution of keys have been specified.

- Security in the wired part of the network is neither specified nor enforced.

- Secure multicast communication among the Field devices is not supported.
- Secure integration of wireless and legacy HART is not specified in the WirelessHART standard.

- The architecture of the Security Manager and the interface between the Security Manager and the Network Manager is not specified in the standard.

6.6 Conclusions and Future Work

We have thoroughly discussed the security features in the WirelessHART standard and analyzed the specified security features against the available threats in the wireless medium. We have also identified some security limitations in the standard. However, the provided security in the wireless medium, although subjected to some threats due to its wireless nature, is strong enough to be used in the industrial process control environment. The physical protection of the WirelessHART devices is very important to avoid device cloning and stealing security secrets which will lead to other security attacks. Also, the careful implementation of the Network Manager is very important. The WirelessHART standard does not enforce security in the core/wired network but the connections between the wired devices must be secured. The standard provides core security services including Confidentiality, Integrity, Authentication, and Availability; however, other necessary services such as Non-repudiation, Authorization or Access Control, and Accounting are yet to be provided.

The reserved security bits (see Security control byte [6]) can be used to enhance WirelessHART security with public key cryptography [24] [25]. Although PKI is avoided in embedded devices, having a central trusted authority (Network Manager/Security Manager) and relatively high processing power and energy resources makes WirelessHART devices different from traditional sensor devices. Research in implementing ECC and RSA on sensor nodes have shown the potential for PKI in WSNs [26]. The WirelessHART’s counterpart ISA100.11.a:2008 [27] also uses public key cryptography. One way to enrich the standard with security features is to identify and specify ways to provide additional security services such as accounting and access control/authorization.
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Abstract

Real-world deployments of wireless sensor networks (WSNs) require secure communication. It is important that a receiver is able to verify that sensor data was generated by trusted nodes. It may also be necessary to encrypt sensor data in transit. Recently, WSNs and traditional IP networks are more tightly integrated using IPv6 and 6LoWPAN. Available IPv6 protocol stacks can use IPsec to secure data exchange. Thus, it is desirable to extend 6LoWPAN such that IPsec communication with IPv6 nodes is possible. It is beneficial to use IPsec because the existing end-points on the Internet do not need to be modified to communicate securely with the WSN. Moreover, using IPsec, true end-to-end security is implemented and the need for a trustworthy gateway is removed.

In this paper we provide End-to-End (E2E) secure communication between IP enabled sensor networks and the traditional Internet. This is the first compressed lightweight design, implementation, and evaluation of 6LoWPAN extension for IPsec. Our extension supports both IPsec’s Authentication Header (AH) and Encapsulation Security Payload (ESP). Thus, communication endpoints are able to authenticate, encrypt and check the integrity of messages using standardized and established IPv6 mechanisms.
7.1 Introduction

Wireless Sensor Networks can be tightly integrated with existing IP based infrastructures using IPv6 over Low Power Wireless Personal Area Networks (6LoWPAN). Sensor nodes using 6LoWPAN can directly communicate with IPv6 enabled hosts and, for example, sensor data processing can be performed by standard servers. Thus, 6LoWPAN greatly simplifies operation and integration of WSNs in existing IT infrastructures.

Real-world deployments of wireless sensor networks (WSNs) require secure communication. For instance, in a smart meter application, the provider and the meters would need to authenticate one another and encryption would be desirable to ensure data confidentiality. IPv6 hosts in the Internet support by default IPsec for secure communication. Therefore, if data flows between IPv6 hosts and 6LoWPAN sensor nodes it is desirable to take advantage of existing capabilities and to secure traffic using IPsec. Thus, we propose to add IPsec support to 6LoWPAN as illustrated by Figure 7.1.

IPsec defines an Authentication Header (AH) and an Encapsulating Security Payload (ESP). The AH provides data integrity and authentication while ESP provides data confidentiality, integrity and authentication. Either AH, ESP or both can be used to secure IPv6 packets in transit. It is up to the application to specify which security services are required. 6LoWPAN uses header compression techniques to ensure that the large IPv6 and transport-layer headers (UDP/TCP) are reduced. By supporting IPsec’s AH and ESP, additional IPv6 extension headers have to be included in each datagram. Thus, it is important to ensure that compression techniques are as well applied to these extension headers.

Independent of the achieved compression rates of AH and ESP it is obvious that IPsec support in 6LoWPAN will increase packet sizes as additional headers must be included. Note, however, that by using IPsec we do not need to use existing 802.15.4 link-layer security mechanisms which in turn frees some header space.

The main contributions of this paper are:

- **6LoWPAN-IPsec Specification:** We give a specification of IPsec for 6LoWPAN including definitions for AH and ESP extension headers. Prior to this work no specification for IPsec in the context of 6LoWPAN existed;

- **6LoWPAN-IPsec Implementation:** We present the first implementation of IPsec for 6LoWPAN networks. We show that it is practical and feasible to secure WSN communication using IPsec;
Figure 7.1: We propose to use IPsec to secure the communication between sensor nodes in 6LoWPANs and hosts in an IPv6-enabled Internet. IPsec provides E2E security using existing methods and infrastructures.

- **6LoWPAN-IPsec Evaluation**: We evaluate the performance of our IPsec 6LoWPAN implementation in terms of code size, packet overheads and communication performance. Our results show that overheads are comparable to overheads of generally employed 802.15.4 link-layer security while offering the benefit of true E2E security.

The paper proceeds by discussing related work followed by a further motivating of using of IPsec. Then we present background knowledge on IPv6, IPsec and 6LoWPAN. Section 7.5 describes our proposed integration of 6LoWPAN and IPsec. After a thorough experimental evaluation of the performance of our IPsec implementation, we conclude the paper.

### 7.2 Related Work

Message authentication and encryption in WSNs is generally performed using well-known cryptographic mechanisms such as block ciphers as part of standards-based protocols such as IEEE 802.15.4. However, these mechanisms are difficult to implement on resource constrained sensor nodes as cryptographic mechanisms can be expensive in terms of code size and processing speed. Furthermore, it is necessary to distribute and maintain keys and it is difficult to implement efficient key distribution protocols for resource constrained sensor nodes. Thus, a lot of research work aims to reduce complexity of cryptographic mechanisms, for example, TinyEEC [1] and NanoEEC [2], or to simplify key distribution, for example, Liu and Ning’s proposal for pairwise key predistribution [3] and DHB-KEY [4]. These improvements make cryptographic mechanisms in the context of WSNs more viable but an important
issue remains: a standardized way of implementing security services is missing and for each deployment unique customized solutions are created. Using the standardized 6LoWPAN as a vehicle to implement security services in form of the proven and standardized IPsec offers a solution to this problem. IPsec is currently available as part of some WSN products, but does not provide a full E2E security solution. One such example is the ArchRock PhyNET [5] that applies IPsec in tunnel mode between the gateway and Internet hosts, but still relies on link-layer security within the sensor network thus breaking true E2E assurance. We are not aware of a complete E2E implementation nor an evaluation of a working system which we present in this paper.

The IEEE 802.15.4 [6] standard defines Advanced Encryption Standard (AES) message encryption and authentication on the link-layer. The cryptographic algorithms could be executed by specialized hardware within the transceiver chip. However, link-layer security only protects messages while they travel from one hop to the next as we discuss in Section 7.3. Wood and Stankovic [7] as well as Hu et al. [8] have demonstrated performance gains when security operations are performed in hardware. We expect similar performance gains when IPsec operations are implemented in hardware. Granjal et al. argue that IPsec is generally feasible in the context of WSN [9]. In their study they analyze the execution times and memory requirements of cryptographic algorithms. Their work only discusses performance of cryptographic algorithms but does not describe how IPsec is actually integrated with 6LoWPAN. In our work, we implement 6LoWPAN with compressed IPsec and we analyze the performance of the overall system, not only the performance of the cryptographic algorithms.

7.3 Securing WSN Communications

Researchers have unanimous consensus that security is very important for the future IP based WSN and its integration with the traditional Internet. IPv6 with potentially unlimited address space is the obvious choice for these networks [10]. However, security support for IP-based low power networks is still an open issue, as mentioned in the 6LoWPAN specifications [11, 12]. Actually, security can be guaranteed at different layers of the IP protocol stack, resulting in solutions with various compromises.

6LoWPAN today relies on the IEEE 802.15.4 (referred to as 802.15.4 in the following) link-layer which provides data encryption and integrity check-
This solution is appealing since it is independent of the network protocols and is currently supported by the hardware of 802.15.4 radio chips. However, such link-layer mechanism only ensures hop-by-hop security where every node in the communication path (including the 6LoWPAN gateway) has to be trusted, and where neither host authentication nor key management is supported. Furthermore, messages leaving the sensor network and continuing to travel on an IP network are not protected by link-layer security mechanisms.

End-to-end security can be provided by the widely used Transport Layer Security (TLS) standard. By operating between the transport-layer and the application-layer, it guarantees security between applications, includes a key exchange mechanism and provides authentication between Internet hosts in addition to confidentiality and integrity. As a counterpart, TLS can only be used over TCP, which is rarely used in wireless sensor networks. An adaptation of TLS for UDP called DTLS is available, but it is not widely used.

The IPsec protocol suite, mandated by IPv6, provides end-to-end security for any IP communication [13]. Like TLS and unlike hop-by-hop solutions, it includes a key exchange mechanism and provides authentication in addition to confidentiality and integrity. By operating at the network-layer, it can be used with any transport protocols, including potential future ones. Furthermore, it ensures the confidentiality and integrity of the transport-layer headers (as well as the integrity of IP headers), which cannot be done with a higher-level solution like TLS. For these reasons, researchers [9, 14, 15] and 6LoWPAN standardizations groups [12] consider IPsec a potential security solution for IP based WSN.

In this paper we show that compressed IPsec is a sensible and viable choice for 6LoWPANs. The key advantage of using IPsec in WSN is that we achieve end-to-end IP based communication between a sensor device and Internet hosts. When using IPsec, the IEEE 802.15.4 security features can be disabled as security services are provided in the IP layer. We show later that when comparing link-layer security with IPsec, packet sizes are similar.

7.4 Background

In this section we briefly outline core functionality of IPv6, IPsec and 6LoWPAN that is relevant for the work presented in this paper. For more information we refer to the corresponding RFCs: RFC2460 [16], RFC4301 [17] and RFC4944 [12].
7.4 Background

7.4.1 IPv6 and IPsec

With the vision of the Internet of Things and Smart Objects all kind of physical devices such as wireless sensors are expected to be connected to the Internet via IP [10]. This requires the use of IPv6 [16], a new version of the Internet Protocol that increases the address size from 32 bits to 128 bits. Besides the increased address space IPv6 provides in comparison to IPv4 a simplified header format, improved support for extensions and options, flow labeling capability and authentication and privacy capabilities.

Authentication and privacy in IPv6 is provided by IPsec [17]. IPsec defines a set of protocols for securing IP communication: the security protocols Authentication Header (AH) [18] and Encapsulating Security Payload (ESP) [19], the algorithms for authentication and encryption, key exchange mechanisms and so called security associations (SA) [17]. An SA specifies how a particular IP flow should be treated in terms of security. To establish SAs, IPsec standard specifies both pre-shared key and Internet Key Exchange (IKE) protocol. This means that every node on IPv6 enabled conventional Internet supports pre-shared key. In other words an implementation with pre-shared based SA establishment works with any IPv6 node on Internet. Also, IKE uses asymmetric cryptography that is assumed to be heavy weight for small sensor nodes. However, it would be worth investigating IKE with ECC for 6LoWPANs; we intend to do it in future.

The task of the AH is to provide connectionless integrity and data origin authentication for IP datagrams and protection against replays. A keyed Message Authentication Code (MAC) is used to produce authentication data. The MAC is applied to the IP header, AH header and IP payload. The authentication header is shown in Figure 7.2. All hosts must support at least the hash-based message authentication code algorithm AES-XCBC-MAC-96 [20] to calculate authentication data that has a size of 12 bytes. Thus, as shown in Figure 7.2 a basic AH header has a size of 24 bytes.

ESP [19] provides origin authenticity, integrity, and confidentiality protection of IP packets. ESP is used to encrypt the payload of an IP packet but in contrast to AH it does not secure the IP header. If ESP is applied the IP header is followed by the ESP IP extension header which contains the encrypted payload. ESP includes an SPI that identifies the SA used, a sequence number to prevent replay attacks, the encrypted payload, padding which may be required by some block ciphers, a reference to the next header and optional authentication data. Encryption in ESP includes Payload Data, Padding, Pad Length and Next Header; Authentication, if selected, includes all header fields in the
ESP. If we assume mandatory AES-CBC as encryption algorithm an ESP with perfect block alignment will have an overhead of 18 bytes (10 bytes for ESP and 8 bytes for Initialization Vector). If additional authentication using AES-XCBC-MAC-96 is used the ESP overhead is 30 bytes, as the minimum length of AES-XCBC-MAC-96 is 12 bytes.

The protocols AH and ESP support two different modes: transport mode and tunnel mode. In transport mode IP header and payload are directly secured as previously described. In tunnel mode, a new IP header is placed in front of the original IP packet and security functions are applied to the encapsulated (tunneled) IP packet. In the context of 6LoWPAN tunnel mode seems not practical as the additional headers would further increase the packet size.

### 7.4.2 6LoWPAN

6LoWPAN [12] aims at integrating existing IP based infrastructures and sensor networks by specifying how IPv6 packets are to be transmitted over an IEEE 802.15.4 network. The maximum physical-layer packet size of 802.15.4 packet is 127 bytes and the maximum frame header size is 25 bytes. An IPv6 packet has therefore to fit in 102 bytes. Given that packet headers of a packet would already consume 48 bytes of the available 102 bytes it is obvious that header compression mechanisms are an essential component of the 6LoWPAN standard.

HC13[21] proposes context aware header compression mechanisms: the LOWPAN_IPHC (referred to as IPHC in the following) encoding for IPv6 header compression and the LOWPAN_NHC (referred to as NHC in the following) encoding for the next header compression. The IPHC header is shown in Figure [7.3](#).

For efficient IPv6 header compression, IPHC removes safely IPv6 header
fields that are implicitly known to all nodes in the 6LoWPAN network. The 
IPHC has a length of 2 byte of which 13 bits are used for header compression 
as shown in Figure 7.3. Uncompressed IPv6 header fields follow directly the 
IPHC encoding in the same order as they would appear in the normal IPv6 
header. In a multihop scenario IPHC can compress the IPv6 header to 7 bytes 
The NH field in the IPHC indicates whether the next header following the basic 
IPv6 header is encoded. If NH is 1, NHC is used to compress the next header. 
6LoWPAN specifies that the size of NHC should be multiple of octets, usually 
1 byte where first variable length bits represents a NHC ID and the remaining 
bits are used to encode/compress headers. 6LoWPAN already defines NHC for 
UDP and IP Extension Header [21].

7.5 6LoWPAN and IPsec

IPsec requires header compression to keep packet sizes reasonable in 6LoWPAN. Unfortunately, there are no header encodings specified for AH and ESP extension headers. In this section we therefore propose these extension header encodings. We evaluate our savings in terms of packet size later in Section 7.6.

At the end of this section, we also discuss further improvements that would be possible by small, standard-compliant modifications of the end hosts where there is need for cryptographic algorithms that could handle 6LoWPAN UDP compression.

7.5.1 6LOPAN_NHC Extension Header Encoding

As previously described, HC13 defines context aware header compression using IPHC for IP header compression and NHC for the next header compression. The already defined NHC encoding form for IP extension headers can be used to encode AH and ESP extension headers. NHC encodings for the IPv6 Extension Headers consist of a NHC octet where three bits (bits 4,5,6) are used
to encode the IPv6 Extension Header ID (EID). This NHC EH encoding for extension headers is shown in Figure 7.4.

Out of eight possible values for the EID, six are specified by the HC13 draft. The remaining two slots (101 and 110) are currently reserved. We propose to use the two free slots to encode AH and ESP. Also, it is necessary to set the last bit in IPv6 extension header encoding to 1 to specify that the next header (AH or ESP) is encoded as well using NHC.

### 7.5.2 LOWPAN_NHC_AH Encoding

We define the NHC encoding for the AH. Our proposed NHC for AH is shown in Figure 7.5.

We describe the function of each header field:

- The first four bits in the NHC_AH represent the NHC ID we define for AH, and are set to 1101. These are needed to comply with 6loWPAN standard.
- **PL**: If 0, the payload lengths is omitted. This length can be obtained from the SPI value because the length of the authenticating data depend on the algorithm used and are fixed for any input size. If 1, the length is carried inline after the NHC_AH header.
- **SPI**: If 0, the default SPI for the sensor network is used and the SPI field is omitted. We set the default SPI value to 1. This does not mean that all nodes use the same security association (SA), but that every node has its own preferred SA, identified by SPI 1. If 1, the SPI is carried inline.
7.5.3 LOWPAN_NHC_ESP Encoding

Also the NHC encoding for ESP encodes the security parameter index, the sequence number, the next header fields and the NHC ID for ESP. In the case of ESP, we propose 1110 as NHC ID while we propose 1101 as NHC for AH as shown in Figure 7.6. Due to space limitation, we do not detail these encoding for ESP which are available in full details in a technical report [22].

Recall that the minimum ESP overhead without authentication, AES-CBC and perfect block alignment is 18 bytes. After optimal compression this header overhead is reduced to 12 bytes. ESP with authentication (HMAC-SHA1-96)
has an overhead of 30 bytes which is reduced to 24 bytes using the outlined ESP compression.

### 7.5.4 Combined Usage of AH and ESP

It is possible to use AH and ESP in combination; obviously the defined AH and ESP compression headers can be used in succession. However, it is more efficient in terms of header sizes to use ESP with authentication option than to apply AH and ESP to a packet. As packet sizes are important in the context of WSNs we expect that this IPsec option will not be used in practice.

### 7.5.5 End Host Requirement

AH capable 6LoWPAN nodes can directly communicate with unmodified IPsec hosts on conventional Internet. When ESP is used 6LoWPAN nodes can as well communicate directly with unmodified IPsec hosts. However, if ESP is used it is not possible to compress upper layer headers such as UDP. A 6LoWPAN gateway between sensor network and IP network cannot access and expand the encrypted UDP header. To enable UDP compression with ESP we need to specify a new encryption algorithm for ESP which is able to perform UDP header compression and encryption. Again, if this optimization is used IPsec hosts must include and support this encryption protocol.

### 7.6 Evaluation and Results

In this section we quantify performance of the proposed IPSec extensions for 6LowPAN. After describing our implementation and experimental setup, we evaluate the impact of IPsec in terms of memory footprint, packet size, energy consumption and performances under different configurations.

#### 7.6.1 Implementation and Experimental Setup

We implement IPsec AH and ESP for the Contiki operating system [23]. The implementation required the modification of the existing Contiki µIP stack which already provides 6LoWPAN functionality. The Contiki µIP stack is used on the sensor nodes and on a so called soft bridge connecting WSN and the Internet. In addition to the IPsec protocol, we implement the IPsec/6LoWPAN compression mechanisms as outlined in the previous section. We support the
### 7.6 Evaluation and Results

<table>
<thead>
<tr>
<th>System</th>
<th>ROM (kB)</th>
<th>RAM (kB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without IPsec</td>
<td>32.9</td>
<td>8.0</td>
</tr>
<tr>
<td>AH with HMAC-SHA1-96</td>
<td>36.8</td>
<td>9.1</td>
</tr>
<tr>
<td>AH with XCBC-MAC-96</td>
<td>38.4</td>
<td>8.5</td>
</tr>
<tr>
<td>ESP with AES-CBC</td>
<td>41.4</td>
<td>8.3</td>
</tr>
<tr>
<td>ESP with AES-CTR</td>
<td>39.8</td>
<td>9.1</td>
</tr>
<tr>
<td>ESP with AES-XCBC-MAC-96</td>
<td>39.8</td>
<td>8.3</td>
</tr>
<tr>
<td>ESP with AES-CBC + AES-XCBC-MAC-96</td>
<td>41.9</td>
<td>8.3</td>
</tr>
<tr>
<td>ESP with AES-CBC + AES-XCBC-MAC-96</td>
<td>41.9</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Table 7.1: Memory footprints show that AH and ESP consumes just 3.9kB and 9kB for mandatory IPsec algorithms.

<table>
<thead>
<tr>
<th>Service</th>
<th>Uncompressed IPsec</th>
<th>Compressed IPsec</th>
<th>802.15.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>AH Authentication</td>
<td>HMAC-SHA1-96</td>
<td>24</td>
<td>AES-CBC-MAC-96</td>
</tr>
<tr>
<td>ESP Encryption</td>
<td>AES-CBC</td>
<td>18</td>
<td>AES-CBC-MAC-96</td>
</tr>
<tr>
<td>ESP Encryption and Authentication</td>
<td>AES-CBC and HMAC-SHA1-96</td>
<td>30</td>
<td>AES-CBC and HMAC-SHA1-96</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AES-CCM-128</td>
</tr>
</tbody>
</table>

Table 7.2: With compressed IPsec, packet sizes are similar to 802.15.4 while IPsec provides end-to-end security.

NHC_EH, NHC_AH, and NHC_ESP encodings (see Section 7.5) at the SIC-SLoWPAN layer, the 6LoWPAN component of the µIP stack.

We use the SHA1 and AES implementations from MIRACL [24], an open source library, and implement all cryptographic modes of operation needed for authentication and encryption in IPsec. For AH, we implement the mandatory HMAC-SHA1-96 and AES-XCBC-MAC-96. For ESP, we implement the mandatory AES-CBC for encryption and HMAC-SHA1-96 for authentication. Additionally, in ESP, we implement the optional AES-CTR for encryption and AES-XCBC-MAC-96 for authentication. Our Contiki IPsec 6LoWPAN implementation uses pre-shared keys to establish SAs which work with any IPv6 node on Internet as a pre-shared mechanism is mandatory in IPsec. Manual key
distribution, however, is currently also used for traditional 802.15.4 link-layer security.

Our evaluation setup shown in Figure 7.1 consists of four Tmote Sky [25] sensor nodes, a 6LoWPAN soft bridge (implemented by a fifth Tmote) nd a Linux machine running Ubuntu OS with IPsec enabled. The four sensor nodes on the right side in Figure 7.1 form a multihop network. They execute a single application that listens to a fixed UDP port. When a packet is received, it is processed by the 6LoWPAN layer, interpreted by the IPsec layer and by µIP. Then its payload is forwarded to the application. As a reply, a new datagram of the same size is sent back, following the opposite process. Thus, IPsec is used to secure the end-to-end (E2E) communication between the sensor node and the Internet host. To avoid the delay of a duty-cycled MAC layer, we use Contiki’s NullMAC in the experiments and hence all nodes keep their radio turned on all the time.

7.6.2 Memory footprint

We measure the ROM and RAM footprint of our IPsec implementation. Table 8.1 compares IPsec AH and IPsec ESP using the multiple modes of operation we implemented. The footprints are compared with a reference Contiki system including uIP and SICSLoWPAN.

The ROM footprint overhead ranges from 3.8 kB (AH with HMAC-SHA1) to 9 kB (ESP with AES-CBC + AES-XCBC-MAC). This always keeps the system footprint under 48 kB, the Flash ROM size of the Tmote Sky. It is worth mentioning that unlike AES-CBC, the AES-CTR mode of operation only relies on AES encryption. Thus, the AES-CTR + AES-XCBC-MAC-96 configuration can be implemented without AES decryption, resulting in a particularly low memory footprint.

The RAM footprint is calculated as the sum of the global data and the runtime stack usage that we measure by running Contiki in the MSPSim emulator [26]. With an additional footprint of 1.1 kB, the AH HMAC-SHA1 configuration is the most RAM-consuming configuration. When using other modes of operation, the RAM usage lies between only 0.3 and 0.5 kB. These results show that both IPsec AH and ESP can be embedded in constrained devices while leaving space for applications.
7.6.3 Packet Overhead Comparison

Currently WSN communication is secured using 802.15.4 link-layer security. This security mechanism can only provide hop-by-hop security and, in contrast to IPsec, lacks the ability to provide proper E2E security. Nevertheless, we provide here a comparison of packet overheads between 802.15.4 link-layer security and IPsec security. Table 7.2 summarizes the packet overhead when using uncompressed IPsec, compressed IPsec and 802.15.4 link-layer security.

When using link-layer security, the packet overhead for the authentication scheme is exactly the length of the MAC. In IPsec when using AES-XCBC-MAC-96, the MAC has a length of 12 bytes. The additional AH header fields increase the overhead to 24 bytes. Thanks to the IPsec header compression we defined, this overhead is reduced to 16 bytes. The ability to provide E2E authentication with IPsec has hence a cost of 4 bytes compared to the 802.15.4 baseline which provides only hop-by-hop security.

If only message encryption is required, the 802.15.4 link-layer security provides AES-CTR which has a 5 bytes overhead. In comparison, IPsec with ESP and AES-CBC leads to an overhead of 18 bytes, reduced to 12 bytes thanks to header compression. Here, the ability to provide E2E encryption with IPsec has a cost of 7 bytes compared to the 802.15.4 baseline.

With AES-CCM-128, the overhead for 802.15.4 is 21 bytes while IPsec ESP has an overhead of 30 bytes, reduced to 24 bytes when using our 6LoWPAN compression extension. The ability to provide E2E encryption and authentication with IPsec has hence a cost of 3 bytes compared to the 802.15.4 baseline.

Moreover, when carrying large IP datagrams, link-layer fragmentation has to be used. With link-layer security, one pays the header overheads for every fragment. In contrast, the IPsec header is included only once for all the fragments of a single datagram. This means that as soon as two or more fragments are needed, IPsec offers a lower header overhead than 802.15.4 link-layer security.

7.6.4 Performance of Cryptography

We evaluate the efficiency of the different cryptographic algorithms and modes supported by our IPsec implementation. Figure 7.7 details the performances and energy consumption for each mode of operation and depending on the size of the IP payload. The authentication algorithms are compared separately for AH and ESP: with AH the MAC is calculated over the IP header and payload.
Figure 7.7: The comparison of our implemented algorithms shows that among the ones specified in the standards, AES-CBC and AES-XCBC-MAC-96 are the most efficient in terms of processing time and energy consumption. They are also mandatory and the most secure.
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7.6.5 System-wide Energy Overhead

Securing the Internet of Things has a cost in terms of added energy usage. We measure the energy overhead of the available security options on the Tmote Sky using Contiki’s integrated energy estimator. We measure the total number of CPU ticks from the reception of the first fragment of a message, when starting link layer decryption. We stop counting when the link layer encryption of the last packet is finished, but we ignore the network time between the packets. In total we the link layer processing, 6LoWPAN processing, μIP stack handling, and application-layer processing. These experiments are run with and without hardware support. For the

Figure 7.8 shows the energy consumption of Link Layer security only, IPsec using either AH or ESP, and without using any security. Since the variance of the 20 runs was very low, it is not not shown. The results show that ESP consumes more energy than AH; this is because for ESP we use both authentication and encryption. Although the energy consumption with IPsec is significantly higher than without IPsec we argue that this is negligible when compared to the consumption of typical radio chips. In the worst measured case, AH on 64 bytes, the energy consumed is around 0.5 mJ. The radio chip of the Tmote Sky consumes the same amount of energy after 8 ms of idle listening.

7.6.6 System-wide Response Time Overhead

We measure and evaluate the response time for different data sizes with IPsec and without IPsec. The response time is the time it takes to send a message from an IP connected Linux machine to a sensor node and to receive a response. We conduct experiments using a routing distance in the WSN ranging from 1
Figure 7.8: Node energy consumption is lower without IPsec and higher for ESP than for AH. Compared to other activities e.g. idle listening it is not significant.

Figure 7.9: Response time versus datagram size with AH, ESP and without IPsec. ESP is faster than AH for small datagrams because it does not process the 40 bytes IP header. AH is faster than ESP for large datagrams because it processes authentication but no encryption.
7.6 Evaluation and Results

Figure 7.10: Response time versus number of hops with AH, ESP and without IPsec. The overhead of IPsec is constant across a single hop and a multihop network.

to 4 hops and for IP datagrams with a size ranging from 16 to 512 bytes. We execute every experiment 10 times.

Figure 7.9 shows the response time in dependency of the IP datagram size. When the datagram size is too large to fit a single 802.15.4 packet, the data are fragmented according to the 6LoWPAN standard. Consistently with the microbenchmarks in Figure 7.7, the overhead of IPsec grows linearly with datagram sizes. We observe that for small sizes, ESP is faster than AH. This is because unlike AH, ESP does not process the full 40 bytes IP header. With larger sizes, AH is faster than ESP, because it ensures authentication only, while ESP authenticates plus encrypts and decrypts the messages.

Figure 7.10 shows the response times obtained in dependence of hop distance. For a given data size, we observe that the overhead of either AH or ESP is constant, whatever the number of hops. This is because, for the intermediate nodes, the cost of forwarding the data with and without IPsec is the same; the overhead is only due to computation on the end nodes. In the worst case (512 bytes), we measured an overhead of 261 ms.

7.6.7 Improvements Using Hardware Support

The efficiency of IPsec can be improved by employing cryptographic functions provided by sensor node hardware. For example, the CC2420 radio chip present on many sensor node platforms provides such functionality. To inves-
tigate possible improvements we extend our prototype implementation to use this hardware for the required AES computations. Figure 7.9 and Figure 7.10 show the impact of hardware supported cryptography on the achievable response time. In all cases hardware-based implementations are faster than pure software implementations. When processing 512 byte datagrams over a single hop the overhead of pure software AH is 65% which decreases to 12% with the help of the cryptographic coprocessor. For ESP the decrease ranges from 64% to 37%.

7.7 Conclusions and Future Work

WSNs will be an integral part of the Internet and IPv6 and 6LoWPAN are the protocol standards that are expected to be used in this context. IPsec is the standard method to secure Internet communication and we investigate if IPsec can be extended to sensor networks. Towards this end, we have presented the first IPsec specification and implementation for 6LoWPAN. We have extensively evaluated our implementation and demonstrated that it is possible and feasible to use compressed IPsec to secure communication between sensor nodes and hosts in the Internet.

To securely communicate with any IPv6 enabled node on the Internet pre-shared keys are sufficient but not very flexible. Therefore, we plan to investigate if an automatic key exchange protocol for 6LoWPANs based on IPsec’s Internet Key Exchange protocol (IKE) is feasible.
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Abstract

The future Internet is an IPv6 network interconnecting traditional computers and a large number of smart objects. This Internet of Things (IoT) will be the foundation of many services and our daily life will depend on its availability and reliable operation. Therefore, among many other issues, the challenge of implementing secure communication in the IoT must be addressed. In the traditional Internet IPsec is the established and tested way of securing networks. It is therefore reasonable to explore the option of using IPsec as security mechanism for the IoT. Smart objects are generally added to the Internet using 6LoWPAN which defines IP communication for resource constrained networks. Thus, to provide security for the IoT based on the trusted and tested IPsec mechanism it is necessary to define an IPsec extension of 6LoWPAN. In this paper we present such a 6LoWPAN/IPsec extension and show the viability of this approach. We describe our 6LoWPAN/IPsec implementation which we evaluate and compare with our implementation of IEEE 802.15.4 link-layer security. We also show that it is possible to reuse crypto hardware within existing IEEE 802.15.4 transceivers for 6LoWPAN/IPsec. The evaluation results show that IPsec is a feasible option for securing the IoT in terms of packet size, energy consumption, memory usage, and processing time. Furthermore, we demonstrate that in contrast to common belief IPsec scales better than link-layer security as the data size and the number of hops grow, resulting in time and energy savings.
8.1 Introduction

The future Internet is an IPv6 network interconnecting traditional computers and a large number of smart objects [1]. Smart objects, often referred to as things, usually feature small embedded computers with communication, sensing and actuation capabilities. The resulting Internet of Things (IoT) will be the foundation for many services and will enable communication between traditional computers and smart objects on a global scale. It is therefore important to address the traditional security requirements, i.e. authentication, integrity, nonrepudiation and confidentiality in the context of the IoT.

Smart objects are commonly interconnected using a wireless IEEE 802.15.4 [2] (referred to as 802.15.4 in the remaining paper) network. A border router can be used to connect an 802.15.4 network to the Internet to enable IPv6 communication between smart objects and Internet hosts. However, IPv6 packets travelling on 802.15.4 networks use compressed header formats as defined by 6LoWPAN [3] to conserve scarce bandwidth resources. The border router has to compress/decompress IP packet headers when forwarding packets to ensure compatibility with the existing Internet.

6LoWPAN today relies on 802.15.4 security mechanisms. A single key is used in the network to secure data transfer on a hop-by-hop basis. This prevents, as long as the key is kept secure, unauthorised access to the 802.15.4 network. In situations where the 802.15.4 network is isolated and without connection to the Internet such a mechanism may be considered adequate. However, in the context of the IoT such an approach fails to provide end-to-end security in terms of authentication, integrity, nonrepudiation and confidentiality. Clearly, additional or alternative mechanisms are required.

The established and tested method to implement generic end-to-end security in the Internet is IPsec [4]. IPsec defines security extensions to the IP protocol for the implementation of security services. Thus, it seems reasonable to explore the option of using IPsec in the context of 6LoWPAN networks. In this paper we present a 6LoWPAN/IPsec extension and show the viability of this approach.

Our 6LoWPAN/IPsec extension to implement true end-to-end secure communication between smart objects and Internet hosts is illustrated in Figure 8.1. We define header compression for the IPsec-related IPv6 Extension Headers: Authentication Header (AH) and Encapsulating Security Payload (ESP). We present an implementation and evaluation of our 6LoWPAN/IPsec extension for smart objects running the well known Contiki operating system [5]. This implementation exploits the cryptographic functionality provided by standard
802.15.4 transceivers. The hardware support is intended to be used for 802.15.4 link-layer security but we show that it is possible to reuse this hardware for 6LoWPAN/IPsec. A particular focus of this paper is the comparison of 6LoWPAN/IPsec security with traditional 802.15.4 link-layer security. For this purpose we also implement 802.15.4 link-layer security for Contiki which allows us to compare both security mechanisms in a testbed. Our experiments show that traditional 802.15.4 link-layer security does not provide significantly better network performance than our proposed 6LoWPAN/IPsec security. This is particularly true when the crypto hardware support of 802.15.4 transceivers is used for 6LoWPAN/IPsec security. Furthermore, as the size of the secured data increases and as the data is being carried over more hops, the end-to-end nature of IPsec leads to better performance than hop-by-hop link-layer security.

The core contributions of this paper are:

- We present a definition of a 6LoWPAN extension for IPsec, supporting both Authentication Header (AH) and Encapsulating Security Payload (ESP);
- We present an implementation and a thorough testbed performance evaluation of the 6LoWPAN/IPsec extension. We show the performance gains obtained from the usage of cryptographic hardware support of 802.15.4 transceivers;
- We experimentally show that 6LoWPAN/IPsec outperforms 802.15.4...
8.2 Related Work

We present research work related to security in the Internet of Things. After reviewing works aiming at designing cryptographic algorithms for constrained devices, we discuss the different layers at which security can take place in IP-based IoT.

8.2.1 Embedding Cryptographic Algorithms

A lot of research work has focused on reducing complexity of cryptographic algorithms or on improving efficiency of key distribution protocols. For example, TinyECC [6] and NanoECC [7] provide elliptic curve cryptography in order to make cryptography feasible on resource constrained devices. Wood et al. [8] and Hu et al. [9] have demonstrated efficient cryptography for smart objects using dedicated crypto hardware support. For example, Liu et al. [10] and Chung et al. [11] describe key distribution mechanisms that save scarce bandwidth in resource constrained networks.

8.2.2 Securing the IoT at the Link-Layer

IP communication among smart objects uses 6LoWPAN [3] which in turn builds on the IEEE 802.15.4 [2] link-layer. 802.15.4 link-layer security is the current state-of-the-art security solution for IP-connected IoT. 802.15.4 defines data encryption and integrity verification. Benefits are network protocol independence and hardware support for the cryptographic functions by currently used 802.15.4 radio chips. Link-layer security provides hop-by-hop security where every node in the communication path (including the 6LoWPAN border router; see Figure 8.1) has to be trusted, and where neither host authentication
nor key management is supported. A single pre-shared key is used to protect all communication. Furthermore, messages leaving the 802.15.4 network and continuing to travel on an IP network are not protected by link-layer security mechanisms. Therefore, in many solutions, a separate security mechanism is added to protect data travelling between Internet hosts and border routers. One such example is the ArchRock PhyNET [12] that applies IPsec in tunnel mode between the border router and Internet hosts. HIP DEX [13] is another solution that can be used directly as a keying mechanism for a MAC layer security protocol. Recently, Roman et al. proposed key management systems for sensor network [14] that are applicable to link-layer security.

Since every node in the path has to be trusted, end-to-end security in the IoT cannot be achieved using the outlined approach.

8.2.3 Securing the IoT at the Transport-Layer

End-to-end security can be provided by using Transport Layer Security (TLS) [15] or its predecessor Secure Sockets Layer (SSL). TLS and SSL are widely used in the Internet to secure communication between hosts. TLS and SSL include key exchange mechanisms and provide authentication between Internet hosts in addition to confidentiality and integrity. There are some drawbacks which make it difficult to use these protocols for securing the IoT. TLS can only be used over TCP which is not the preferred method of communication for smart objects as TCP connection setup consumes scarce resources. Furthermore, the TLS/SSL session setup and key exchange requires a number of message exchanges.

Nevertheless, SSL has been proposed as security mechanism for the IoT by Hong et al. [16]. Their evaluation shows that this security mechanism is indeed quite costly as a full SSL handshake and a data packet transfer requires 2 seconds to complete. Foulagar et al. propose a TLS implementation for smart objects [17]. However, this solution involves the border router to reduce computational effort on smart objects and cannot be considered a full end-to-end solution. The UDP version of TLS named DTLS could be used in 6LoWPAN networks. However, the 6LoWPAN specifications neither provide compression for DTLS nor hooks in the specifications that can be used to compress DTLS.

8.2.4 Securing the IoT at the Network-Layer

The IPsec [4] protocol suite, mandated by IPv6, provides end-to-end security for any IP communication. Like TLS and unlike link-layer solutions, it in-
8.3 Background

In this section we give an overview of technologies relevant for the work presented in this paper. We give background information on IPv6 [24] and 6LoWPAN [3], IPsec [4], and 802.15.4 [2] security. More detailed information can be found in the corresponding RFCs and standard documents.

8.3.1 Overview of 6LoWPAN

IPv6 over Low-power Personal Area Network (6LoWPAN) [3] is used to tightly interconnect existing Internet and smart objects by specifying how IPv6 datagrams are to be transmitted over an IEEE 802.15.4 network. 6LoWPAN acts as a layer between the IP-layer and the link-layer that compresses IP headers and performs fragmentation when necessary. The Maximum Transmission Unit (MTU) of 802.15.4 is 127 bytes. If 802.15.4 security is enabled the maximum...
payload is reduced to 81 bytes, of which 40 would be consumed with uncompressed IPv6 headers. By compressing IPv6 header, 6LoWPAN increases the payload carried in 802.15.4 frames. When data cannot fit in a single frame 6LoWPAN performs fragmentation. All nodes in a 6LoWPAN network perform compression/decompression and fragmentation/reassembly. One specific node referred to as border router acts as a gateway between the 6LoWPAN and the conventional Internet.

The 6LoWPAN compression mechanisms [25] define header compression using LOWPAN_IPHC for IP header compression and LOWPAN_NHC for the next header compression. The IPHC reduces the IP header length to 2 byte for a single hop network and 7 bytes in a multihop case. The IPHC header is shown in Figure 8.2a. The NH field when set to 1 indicates that the next header following the compressed IPv6 header is encoded with NHC. The general format of NHC is shown in Figure 8.2b. NHC has a length of 1 or more octets, where the first variable length bits identify the next header type and the remaining bits are used to encode header information. Currently, 6LoWPAN

\[1\]In the rest of this article LOWPAN_IPHC is referred to as IPHC and LOWPAN_NHC is referred to as NHC.
8.3 Background

8.3.2 Overview of IEEE 802.15.4 Security
Currently, 6LoWPAN relies on 802.15.4 [2] security to protect the communication between neighboring nodes. The standard supports access control, message integrity, confidentiality and replay protection. Message integrity is achieved by including a Message Authentication Code (MAC) in packets. If the receiver cannot verify the MAC the packet will be discarded. Confidentiality is provided by applying symmetric cryptography to outgoing packets. Through the inclusion of a monotonically increasing counter in messages, nodes can discard packets being resent by malicious nodes, achieving replay protection.

Figure 8.3 shows the structure of a 802.15.4 packet with optional security headers. The packet overhead with link-layer security varies between 4 and 21 byte depending on the scheme used.

The security modes supported by the 802.15.4 standard include AES-CTR for encryption only, AES-CBC for message authentication only and AES-CCM which combines encryption and message authentication. For the MAC-modes the included authentication code is either 4, 8 or 16 byte. Besides the null-mode (security features turned off) AES-CCM is the only mode mandated by the standard, which must be available on all standard compliant devices. It has been pointed out that the security suite with encryption, AES-CTR, should not be used on its own. Networks with only encryption and no authentication are open to insertion of false packets and have been shown vulnerable [26].

The IEEE 802.15.4 standard currently uses pre-shared keys for encryption and integrity verification.

8.3.3 Overview of IPsec
IPv6 with potentially unlimited address space of $2^{128}$ addresses makes it possible to assign a unique address to each physical device on earth. Besides increased address space, IPv6, as compared to IPv4, also provides a simplified header format, better support for extensions and mandates IP security.

IPv6 uses IPsec [4] to secure IP communication between two end points. IPsec is a collection of protocols which includes Authentication Header (AH) [27] that provides authentication services, Encapsulating Security Payload (ESP) [28] that provides both authentication and privacy services, and set of encryption and authentication algorithms [29]. A node keeps track of the so called security associations (SA) that specify how a particular IP flow should be treated in
AH provides connectionless integrity, data origin authentication for IP datagrams, and protection against replay attacks. AH uses a keyed Message Integrity Code (MIC) to protect the complete IP packet including IP header, AH header and IP payload. The IP header fields that are mutable while the packet in transit are set to zero while calculating the MIC. AH includes a reference to the next header (for example, ESP, TCP or UDP), a length field, the SPI that identifies the SA used, a sequence number to prevent replay attacks and the Integrity Check Value (ICV) that is a MIC. The ICV must be an integral multiple of 32 bits for IPv6. For MIC calculation, all IPsec enabled IPv6 hosts support at least AES-XCBC-MAC-96 and HMAC-SHA1-96 [29] that have sizes of 12 bytes each. A basic AH header has a total size of 24 bytes.

ESP provides origin authentication, data integrity, and confidentiality protection of IP datagram. In contrast to AH, ESP operates on the IP payload but not on the header. ESP has common fields with AH and also contains the encrypted payload and padding required by block ciphers. ESP only encrypts payload data, padding, pad length and next header; the ICV calculation, if

### 802.15.4 frame with security headers

<table>
<thead>
<tr>
<th>FC</th>
<th>SN</th>
<th>DA</th>
<th>SA</th>
<th>Data+opt.sec.fields</th>
<th>CRC</th>
</tr>
</thead>
<tbody>
<tr>
<td>2B</td>
<td>1B</td>
<td>0-10B</td>
<td>0-10B</td>
<td>XB</td>
<td>2B</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AES-CTR</th>
<th>FCr</th>
<th>KC</th>
<th>Data payload</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>XB - 5B</td>
<td>m=4/8/16B</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AES-CBC-MAC-m</th>
<th>FCr</th>
<th>KC</th>
<th>Data payload</th>
<th>MAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>4B</td>
<td>1B</td>
<td>XB - (5+m)B</td>
<td>m=4/8/16B</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>AES-CCM-m</th>
<th>FCr</th>
<th>KC</th>
<th>Data payload</th>
<th>MAC</th>
</tr>
</thead>
</table>

**Figure 8.3:** 802.15.4 frame with security headers
selected, includes all header fields in the ESP. If we consider AES-CTR as encryption algorithm, ESP, with perfect block alignment, will have an overhead of 18 bytes (10 bytes for ESP and 8 bytes for Initialization Vector). If additional authentication using AES-XCBC-MAC-96 is used the ESP size grows to 30 bytes, as the minimum length of AES-XCBC-MAC-96 is 12 bytes.

Both AH and ESP support two different modes: transport mode and tunnel mode. In transport mode the IP header and payload are directly secured as previously described. In tunnel mode, a new IP header is placed in front of the original IP packet and security functions are applied to the encapsulated (tunnelled) IP packet. In the context of 6LoWPAN tunnel mode would be very inefficient, as the additional headers further increase the packet size.

An IPsec security association can be established using protocols such as Kerberized Internet Negotiation of Keys (KINK) [30], Internet Key Exchange (IKE) [31] or a DNS based solution [32]. IPsec requires that nodes support authentication based on either certificates or pre-shared keys [4]. Thus, the usage of pre-shared keys in the context of IPsec is possible.

### 8.4 6LoWPAN/IPsec Extension

The 6LoWPAN [25] standard specifies compression schemes for IP and UDP, but not for IPsec AH and ESP. In this section we address this shortcoming and provide an appropriate 6LoWPAN/IPsec extension. In our previous work [23] we have specified how IPsec AH can be compressed and connected to the 6LoWPAN compression system. We extend that solution and provide a specification for ESP and improved methods to compress IPsec headers.

#### 8.4.1 LOWPAN, NHC Extension Header Encoding

As discussed in the background section the 6LoWPAN draft defines the general format of NHC that can be used to encode IP next header. We define NHC encodings for the two IP extension headers namely AH and ESP. 6LoWPAN already defines NHC encodings for IP extension headers (NHC,EH) that can be used to link AH and ESP extension headers. NHC encodings for the IPv6 Extension Headers consist of a NHC octet where three bits (bits 4, 5 and 6) are used to encode the IPv6 Extension Header ID (EID). The NHC,EH encoding for extension headers is shown in Figure 8.4.

Out of eight possible values for the EID, six are assigned by the HC15 [25] specification. The remaining two slots (101 and 110) are currently reserved.
As AH and ESP are IP extension headers it makes sense to use one of these reserved slots for AH and ESP compression. We propose to use one of the reserved slots, say 101, to identify that the next header is an AH or ESP header. The ID bits in the proposed NHC for AH and ESP identify that the current header is AH or ESP, see Section 8.4.2 and 8.4.3. It is also necessary to set the last bit in NHC.EH to 1 to specify that the next header is NHC encoded.

8.4.2 LOWPAN_NHC_AH Encoding

Figure 8.6 describes our NHC encoding for AH. Next, we describe the role of all fields:

- The first four bits in the NHC_AH represent the NHC ID we define for AH. These are set to 1101.
- If $PL = 0$: The payload length (length of the IPsec header) field in AH is omitted. This length can be obtained from the SPI value because the length of the authenticating data depend on the algorithm used and are fixed for any input size.
  - If $PL = 1$: The payload value is carried inline after the NHC_AH header.
- If $SPI = 0$: the default SPI for the 802.15.4 network is used and the SPI field is omitted. We set the default SPI value to 1. This does not mean that all nodes use the same security association (SA), but that every node has a single preferred SA, identified by SPI 1.
  - If $SPI = 1$: All 32 bits indicating the SPI are carried inline.
- If $SN = 0$: First 16 bits of sequence number are elided. The remaining bits are carried inline.
If $SN = 1$: All 32 bits of the sequence number are carried inline.

- If $NH = 0$: The next header field in AH will be used to specify the next header and it is carried inline.
  
  If $NH = 1$: The next header field in AH is elided. The next header is encoded using NHC.

Note that even when used in 6LoWPAN, AH calculates the MIC on the uncompressed IP header, thus allowing authenticated communication with Internet hosts. The minimum length of a standard AH, supporting the mandatory HMAC-SHA1-96 and AES-XCBC-MAC-96, consists of 12 bytes of header fields plus 12 bytes of ICV. After optimal compression we obtain a header size of 4 bytes plus 12 bytes of ICV. Figure 8.5 shows compressed IPv6/UDP packet secured with AH using HMAC-SHA1-96.

### 8.4.3 LOWPAN_NHC_ESP Encoding

Figure 8.8 shows the NHC encodings we propose for ESP. Next, we describe the function of each header field:
**Figure 8.6**: LOWPAN_NHC_AH: NHC encodings for IPv6 AH.

<table>
<thead>
<tr>
<th>Octet 0</th>
<th>Octet 1</th>
<th>Octet 2</th>
<th>Octet 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOWPAN_IPHC</td>
<td>Hop Limit</td>
<td>Source Address</td>
<td>LOWPAN_NHC_ESP</td>
</tr>
<tr>
<td>Source Address</td>
<td>Destination Address</td>
<td>Sequence Number</td>
<td>Source Port</td>
</tr>
<tr>
<td>LOWPAN_NHC_ESP</td>
<td>Source Port</td>
<td>Dest Port</td>
<td>Length</td>
</tr>
<tr>
<td>Length</td>
<td>Checksum</td>
<td>UDP Payload (Variable)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pad Length</td>
<td>Next Header</td>
</tr>
</tbody>
</table>

**Figure 8.7**: A compressed and ESP secured IPv6/UDP packet.

**Figure 8.8**: LOWPAN_NHC_ESP: NHC encoding for IPv6 ESP.
The first four bits in the NHC_ESP represent the NHC ID we define for ESP. These are set to 1110.

The next bit is unused. We leave this field empty to achieve coding similarity between AH and ESP (ESP does not have a payload length field). However, this field could be used to increase SPI coding to two bits if required.

If $SPI = 0$: the default SPI for the 802.15.4 network is used and the SPI field is omitted. We set the default SPI value to 1. This does not mean that all nodes use the same security association (SA), but that every node has a single preferred SA, identified by SPI 1.

If $SPI = 1$: All 32 bits indicating the SPI are carried inline.

If $SN = 0$: First 16 bits of sequence number are used. The remaining 16 bits are assumed to be zero.

If $SN = 1$: All 32 bits of the sequence number are carried inline.

If $NH = 0$: The next header field in ESP will be used to specify the next header and it is carried inline.

If $NH = 1$: The next header will be encoded using NHC. In case of ESP we cannot skip the next header unless the end hosts are able to execute 6LoWPAN compression/decompression and encryption/decryption jointly. The nodes in the 6LoWPAN network make their decision about the next header based on the NH value not the actual header that is carried inline.

Recall that the minimum ESP overhead without authentication, AES-CBC and perfect block alignment is 18 bytes. After optimal compression this header overhead is reduced to 14 bytes. ESP with authentication contains additional 12 bytes of ICV. Figure 8.7 shows an UDP/IP packet secured with compressed ESP. The shaded portion represents cipher-text.

When ESP is used the UDP header is encrypted and therefore cannot be compressed. One solution to enable UDP header compression when ESP is used is to specify a new encryption algorithm for ESP which is able to perform 6LoWPAN UDP header compression plus encryption at the source and destination. As such a solution would not be viable until massive adoption of 6LoWPAN, we do not specify its details. In the rest of the paper, we focus on the case were the UDP header remain uncompressed.
8.5 Implementation

We implement 802.15.4 link-layer security and the 6LoWPAN/IPsec extension described in the previous section for the Contiki operating system [5]. The implementation of both security mechanisms makes use of the hardware security functions provided by the CC2420 radio chip available on many platforms. Our implementations are for the Tmote Sky platform that features a CC2420 radio chip [33].

8.5.1 Link-layer Security Implementation

Our IEEE 802.15.4 link-layer security implementation supports header construction for all security modes described in the standard. The construction of the 802.15.4 frame is performed in software while the cryptographic operations are performed by the CC2420 radio chip. Manual key distribution is used as key management is not standardized in 802.15.4. Hence, one pre-defined key is used on all nodes in the network.

802.15.4 link-layer security is applied after a message is compressed and fragmented at the 6LoWPAN layer. It is important to note that when fragmentation is necessary and link-layer security is enabled the security header and/or MIC is added to each fragment. Thus, as the payload increases, so does the overhead of link-layer security headers.

8.5.2 IPsec Implementation

Contiki includes a well tested and widely used IPv6 stack, named μIP. Contiki also has an implementation for 6LoWPAN compression and fragmentation mechanisms called SICSLoWPAN. We extend μIP to support IPsec, and extend SICSLoWPAN to support our AH and ESP compression schemes.

We use the SHA1 and AES implementations from MIRACL [34], an open source library. For AH and ESP we implement all cryptographic modes of operation needed for authentication and encryption. For AH, we implement the mandatory HMAC-SHA1-96 and AES-XCBC-MAC-96. For ESP, we implement the mandatory AES-CBC for encryption and HMAC-SHA1-96 for authentication. Additionally, in ESP, we implement the optional AES-CTR for encryption and AES-XCBC-MAC-96 for authentication.

We propose an alternate implementation of AES-based modes of operation leveraging the cryptographic capabilities of the CC2420 radio chip. Though the mode of operations are still implemented in software, they rely on the CC2420 radio chip.
to perform 128-bit AES block encryption/decryption. We use this hardware-aided operation for both authentication and encryption in IPsec.

Our Contiki 6LoWPAN/IPsec implementation uses pre-shared keys to establish security associations, which is a standard-compliant way to set keys. In future work we plan to add support for automatic key distribution, for instance with the Internet Key Exchange protocol (IKE) [31] with certificates. This would provide dynamic key allocation to various IP hosts, and would allow periodic key renewal. Also, current research in WSN adds database support for sensor networks [35] which can be used to create IPsec/IKE databases such as security policy database (SPD), security association database (SAD), etc. [4].

8.5.3 Concurrent Use

Security at network-layer and at link-layer security are not interchangeable. IPsec is used to implement true end-to-end security. Link-layer security is often used for controlling access to the wireless medium. Link-layer security can also be used when we need to encrypt the IP headers as IPsec only encrypts the IP payload. The two previously outlined security implementations can be executed concurrently. When IPsec is used in ESP mode the data is already encrypted and authenticated at the network layer and it does not add more security to re-encrypt the data at the link-layer. However, it is important to detect the data modification attack as early as possible in the wireless medium. With IPsec the integrity of the data is verified at the end nodes as IPsec is end-to-end. For this reason link-layer security with authentication service is important even though we already use IPsec at the network layer. In this case full CCM-128 at the link-layer may be unnecessary and CBC-128 is sufficient.

8.6 Evaluation and Results

In this section we evaluate our 6LoWPAN/IPsec extensions and compare it to 802.15.4 link-layer security. After describing our experimental setup, we compare link-layer security to IPsec in terms of memory footprint, packet size, energy consumption and communication performance in a variety of network settings.
Table 8.1: Memory footprints show that AH and ESP consume just 1.5Kb and 4.4Kb for standard recommended IPsec algorithms using hardware-aided AES.

8.6.1 Experimental Setup

Our experimental setup shown in Figure 8.1 consists of four Tmote Sky [33] nodes, one Tmote Sky acting as a 6LoWPAN border router and a Internet host running Ubuntu OS. The Internet host runs the IPsec stack of the Linux kernel (version 2.6.38). The four smart objects (nodes) on the right side in Figure 8.1 form a multihop network. Using this setup we test different security configurations. In all experiments the nodes execute a single application that listens to a fixed UDP port. Messages are generated by a client program on the Linux host and are forwarded over the multihop network to the destination node. Depending on the experiment different nodes on the 6LoWPAN network are selected as destination. Every node needs to process packets using the 6LoWPAN-layer and µIP. If IPsec is used the Linux host and the destination node must perform cryptographic processing. If link-layer security is used all wireless nodes in the transmission path are involved in cryptographic processing. The message payload is forwarded to the application on the node that generates a new datagram of the same size as response. This reply is sent back to the Linux host following the reverse transmission path. For some of the experiments, IPsec is used to provide secure end-to-end (E2E) communication between the destination node and the Internet host, while in other experiments hop-to-hop security is provided at the link-layer.
8.6 Evaluation and Results

As we aim to evaluate security related performance aspects we use Contiki’s NullMAC which does not apply any power saving mechanisms. Therefore, we avoid measuring security-unrelated performance aspects of the experimental setup.

8.6.2 Memory Footprint Comparison

We measure the ROM and RAM footprint of our link-layer security and IPsec implementation (see Table 8.1). The memory footprints are compared with a reference Contiki system including µIP and SICSLoWPAN.

The memory footprint overhead of the link-layer security implementation is very small. Most of the processing is performed by the CC2420 radio chip and little functionality has to be added to the Contiki operating system.

The memory footprint overhead of the IPsec implementation is comparatively larger as most cryptographic algorithms have to be implemented in software. However, with hardware AES support the overhead is significantly decreased. A pure software implementation of ESP with AES-CBC + AES-XCBC-MAC consumes 35.3 Kb of ROM that can be reduced to 30.5 Kb with hardware support. Table 8.1 shows a full comparison of memory footprints with no security, with link-layer security, with software implemented IPsec, and with hybrid implementation of IPsec when AES is performed in hardware and modes of operations are performed in software. It is worth mentioning that unlike AES-CBC, the AES-CTR mode of operation only relies on AES encryption. Thus, the AES-CTR + AES-XCBC-MAC-96 configuration can be implemented without AES decryption, resulting in a particularly low memory footprint. The ROM additional overhead is 2.8 Kb that is comparable with the 1.2 Kb overhead of the link-layer footprint. The RAM footprint is calculated as the sum of the global data segments and the runtime stack usage that we measure by running Contiki in the MSPSim emulator [36]. With an additional footprint of 1.1 Kb, the AH HMAC-SHA1 configuration is the most RAM-consuming configuration. When using other modes of operation, the RAM usage lies between only 0.3 and 0.5 Kb.

These results show that there is always significant space for the application layer programs as the Flash ROM size of the Tmote Sky is 48 Kb. Hence link-layer security and IPsec (with AH and ESP) can be embedded in constrained devices.
Table 8.2: The header overhead of compressed IPsec is slightly larger than that of 802.15.4, while IPsec provides end-to-end security. As soon as fragmentation is needed, IPsec has a lower header overhead than link-layer security.

### 8.6.3 Header Overhead Comparison

Both link-layer security and IPsec require additional headers which increases header overhead. In this section we compare the header overhead of IPsec and 802.15.4 link-layer security.

6LoWPAN link-layer fragmentation has to be used when large packets have to be carried. 6LoWPAN defines a fragmentation scheme in which every fragment contains a reassembly tag and an offset. When security is enabled, either IPsec or link-layer security, the IEEE 802.15.4 frame size may exceed the MTU size of 127. In that case addition fragment(s) are needed which result in energy/network overhead.

As IPsec operates at the network-layer, its header is added to every IP datagram. However, no additional header related to security has to be added to potential 6LoWPAN link-layer fragments. When using 802.15.4 link-layer security, every frame is secured independently. Thus, security related header information has to be added to every single 6LoWPAN link-layer fragment and the overall header overhead is dependent on the number of fragments transported. Table 8.2 shows the per message header overhead incurred using IPsec and link-layer security for different security services.

<table>
<thead>
<tr>
<th>Service</th>
<th>Compressed IPsec</th>
<th>802.15.4 link-layer security</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mode</td>
<td>Overhead</td>
</tr>
<tr>
<td>Integrity</td>
<td>HMAC-SHA1-96</td>
<td>16 B</td>
</tr>
<tr>
<td>Confidentiality</td>
<td>AES-CBC</td>
<td>12 B</td>
</tr>
<tr>
<td>Integrity and Confidentiality</td>
<td>AES-CBC and HMAC-SHA1-96</td>
<td>26 B</td>
</tr>
</tbody>
</table>

Integrity Only When using link-layer security, the packet overhead for the authentication scheme is exactly the length of the MAC, i.e. 12 bytes per fragment when using AES-CBC-MAC-96. With IPsec and AES-XCBC-MAC-96, the AH header involves an overhead of 24 bytes per IP packet. Thanks to the IPsec header compression we defined, this overhead is reduced to 16 bytes. As soon as the IP datagram requires more than a single fragment, IPsec provides a lower header overhead than link-layer security.
### 8.6 Evaluation and Results

Figure 8.9: Micro-benchmarks for the supported security algorithms. Also pure link-layer encryption was evaluated but is not shown, as the maximum overhead, the time for 512 bytes, was 0.27 ms, which would not be visible in the graph. The comparison shows that AES-CTR and AES-XCBC-MAC-96 are the most efficient in terms of processing time and energy consumption, especially if hardware encryption is available. Together they provide the best level of security among the standardized algorithms.

**Confidentiality Only** If only message encryption is required, the 802.15.4 link-layer security provides AES-CTR which has a 5 bytes overhead per fragment. In comparison, IPsec with ESP and AES-CBC leads to an overhead of 18 bytes per packet, reduced to 14 bytes thanks to header compression. Here, the data overhead of IPsec is amortized for datagrams of 3 or more fragments.

**Integrity and Confidentiality** With AES-CCM-128, the overhead for 802.15.4 is 21 bytes per fragment while IPsec ESP has an overhead of 30 bytes per packet, reduced to 26 bytes when using our 6LoWPAN compression extension. Again IPsec offers a lower header overhead than link-layer security if fragmentation is required.
8.6.4 Evaluation of Cryptographic Algorithms

In this section we analyze cryptographic algorithms used in IPsec and 802.15.4 link-layer security. We investigate only the time necessary to perform encryption and do not take packet processing within the communication stack into account. We carry out the analysis in the next paragraph.

The purely hardware based encryption used for link-layer security is extremely efficient. Compared to IPsec, processing times and energy consumption are very small when looking at a single node. The link-layer processing time for a message of 512 bytes is less than 0.3 ms which corresponds to an energy consumption of 2 µJ. Figure 8.9 shows the IPsec overhead in time for different message sizes, with or without hardware encryption. The authentication algorithms are compared separately for AH and ESP: with AH the MAC is calculated over the IP header and payload packet, while in ESP the IP header is neither encrypted nor authenticated.

Regarding authentication, the cost is higher for AH than for ESP because AH needs to process the 40 byte IP header. HMAC-SHA1-96 is not as efficient as the other solutions as it has a high fixed-cost for small data sizes and poor scalability.

The efficiency of IPsec calculation can be improved by employing cryptographic functions provided by node hardware. For example, the CC2420 radio chip present on many node platforms provides such functionality. This allows part of the encryption and decryption to be done faster, using less energy. In the benchmark it can be seen that by using hardware encryption, the overhead is reduced with up to 60% in time, with corresponding reduction in energy.

We have also evaluated AES-CBC but since the performance is very similar to AES-CTR, we omit the results from the graph. The proposed standard for Cryptographic Suites for IPsec [37] specifies that future IPsec systems will need to provide at least AES-CBC-128 for encryption and AES-XCBC-MAC-96 mode for authentication [37]. Since AES-CTR gives equivalent or better results (and is also part of the suggested standard) we use AES-CTR together with AES-XCBC-MAC in the following energy experiments.

8.6.5 Energy Consumption Comparison

Securing the Internet of Things has a cost in terms of added energy usage. We measure the energy overhead using 802.15.4 link-layer security with AES-CCM and IPsec with AES-CTR + AES-XCBC-MAC. Measurements are carried out on a Tmote Sky using Powertrace, Contiki’s integrated power profiler
To provide a fair comparison across different experiments, we consider a constant voltage of 3V, and we report energy rather than mote lifetime – lifetime cannot be estimated accurately because the way battery discharge varies with the environmental settings and across different instances of a same hardware [39].

Powertrace provides an estimation of the energy consumption using power state tracking. This technique allows to compare different experiments in a fair way that is difficult to achieve with hardware energy measurement, due to the properties of battery [39].

For the experiments we start counting of CPU ticks on the destination node (communication endpoint in the wireless network) from when the first fragment of the incoming message is received and decryption is started. We stop counting when the link-layer processing of the last fragment of the response message is finished. We ignore network processing times; the time the node spends on waiting for an incoming fragment or for the completion of a fragment transmission. In total we include in the measurements the link-layer processing, 6LoWPAN processing, µIP stack handling, and application-layer processing. These experiments are run with and without hardware support.

Figure 8.10 shows the energy consumption of a client node using only link-layer security, IPsec using either AH or ESP, and with no security. The results show that the energy consumption with IPsec is clearly increased compared with using no security, or when just using link-layer security. Still we argue that the overhead is acceptable in cases where end-to-end security is needed. Moreover, the overhead is small if compared with the energy consumption of the radio chip when it is turned on. In a radio duty cycled network with one percent listening time, in less than 2 sec of listening the radio consumes as much energy as the maximum measured security overhead, around 1.2 mJ for ESP software processing of a 512 byte message.

Whenever supported by the hardware, the overhead can be reduced by employing hardware aided cryptographic processing. As can be seen in the Figure 8.10, hardware aided encryption reduces the energy consumption by 50%.

Although the IPsec overhead seems large for a destination node, we get a different picture if we focus on a forwarding node. With IPsec, only end-nodes have to perform security operations. With link-layer security, every node in the path has to process encryption/decryption and/or authentication, because it needs to access (protected) IP header fields in order to perform routing. As a result, IPsec has no overhead for forwarding nodes, besides a small added amount of 6LoWPAN header processing. For link-layer security on the other hand, the energy consumption grows with every node on the path between two
end-nodes. Unlike link-layer security, IPsec can thereby be used together with nodes that do not support any security at all. The measurements for nodes acting as forwarders in the multihop network are consistent with the micro-benchmarks, with a security processing time overhead of 0.3 ms for forwarding a 512 bytes message. This does not include the radio transmission times - added link-layer security headers can cause a message to be fragmented in more packets, in which case the system total energy overhead will increase noticeably. This is further discussed below.

8.6.6 Overall Network Performance

We evaluate the system response time for different security solutions and services with different network diameters and different payload sizes. The response time in this case is the time an IP datagram takes to travel from an IP connected Linux machine to a smart object plus the travel time of the response back to the sender. We let the size of the IP datagrams vary between 16 and 512 bytes. The number of hops ranges from 1 to 4 hops. We conduct every experiment 10 times and display the mean values using error bars for the standard deviation. We measure response time with 802.15.4 link-layer security enabled, with IPsec, and with no security. There are different modes of opera-
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...ation in both IPsec and link-layer security which correspond to different security services. We present our results in accordance with the security services needs.

**Performance Impact of Integrity**

We first focus on the case where data integrity is required. IEEE 802.15.4 provides integrity services with AES-CBC-MAC with MIC sizes of 4, 8, and 16 bytes. IPsec provides integrity services with AH and optionally with ESP with a MIC size of 12 bytes.

Figure 8.11 shows the response time in relation to the network diameter for link-layer AES-CBC-MAC with minimum and maximum MIC sizes, IPsec AH with XCBC-MAC-SHA1-96, and without security. For small data sizes the overhead of link-layer security is negligible. When carrying 512 bytes over 4 hops, pure software AH involves an overhead of 26 %, which is reduced to 11 % with the help of hardware AES. A point worth mentioning is that for a given data size, the overhead of IPsec is constant over the number of hops. For intermediate nodes the cost of forwarding the data with and without IPsec is the same; the overhead is only incurred for computation on the end nodes. With large data sizes (512 bytes), the overhead of link-layer security increases with the number of hops, due to the per-fragment header overhead. As a result, with 2 hops or more, AH is faster than link-layer security.

Figure 8.12 shows the response time, depending on the IP payload size, of link-layer AES-CBC-MAC with minimum and maximum MIC sizes, IPsec AH overhead with XCBC-MAC-SHA1-96, and with no security. Consistently with the micro-benchmarks in Figure 8.9, the overhead of IPsec grows linearly with datagram sizes. In the 4-hops case, we observe that hardware-aided AH is faster than link-layer security for data sizes of 256 bytes and more.

**Performance Impact of Integrity and Confidentiality**

We now focus on the case where both integrity and confidentiality are required. These services are supported by 802.15.4 through the AES-CCM mode. IPsec ESP provides a combined integrity and confidentiality service – in this experiment we use AES-CTR together with AES-XCBC-MAC.

Figures 8.13 and 8.14 show the response times obtained with different IPsec, link-layer security and with no security. For small data sizes, the overhead of link-layer security is very small. Over 4 hops and with a data size of 512 bytes, ESP incurs an overhead of 46 %, lowered to 19 % with hardware-aided AES. As the number of hops grows or the data size increases, ESP be-
Figure 8.11: Response time versus number of hops when integrity is enabled. The 802.15.4 link-layer security is better for small data sizes while IPsec gets better for large data sizes across multiple hops. The overhead of IPsec is constant across a single hop and a multihop network while link-layer security overhead increases with the number of hops.
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Figure 8.12: Response time versus datagram size when integrity is enabled. The 802.15.4 link-layer Security is better for single hop while IPsec gets better for multihop networks. The overhead of IPsec is constant across a single hop and a multihop for different data sizes while link-layer security overhead increases with the increasing data sizes.
Figure 8.13: Response time versus number of hops when integrity and confidentiality is enabled. The 802.15.4 link-layer security is better for small data sizes while IPsec gets better for large data sizes across multiple hops.
comes faster than link-layer security. This result is opposed to the common belief that link-layer security is the fastest solution in all cases.

Summary

Our evaluation shows that IPsec fits in a tiny node (e.g., Tmote Sky) with room still available for applications. Our cryptographic algorithms analysis show that our implementation of AES-CTR and AES-XBC-MAC-96 are the fastest and most energy efficient. We showed that link-layer security is more efficient for the end-node in our experiment while IPsec is more efficient for forwarding nodes. In absolute terms, the energy overheads we measured are not significant when compared to the energy consumption of a node in steady-state operation. The system-wide response time shows a counter-intuitive result: in spite of its higher software complexity, IPsec provides a better scalability than link-layer security. By raising the level at which the security is guaranteed, it substantially reduces the data overhead on fragmented traffic. Thus, for large IP packets and/or a large number of hops, IPsec is faster than link-layer security. Our results also show that IPsec can be substantially accelerated with the help of the cryptographic co-processor included in modern radio chips such as the CC2420.

8.7 Conclusion

The future Internet of Things will be an all-IP network. As it will be the foundation of many services, our daily life will depend on its availability and reliable operation. It is therefore important to find mechanisms providing security in the IoT. As the existing IEEE 802.15.4 link-layer security does not provide the required end-to-end security, alternative or complementary mechanisms must be found. In this paper we have shown that IPsec implemented through 6LoWPAN extensions is a feasible option for providing end-to-end security in the IoT. This paper has presented a thorough evaluation of the proposed IPsec solution and has compared its performance with currently employed IEEE 802.15.4 link-layer security.

We plan to extend our IPsec solution with the Internet Key Exchange mechanism, and to investigate the full system in larger deployments to evaluate scalability and usability of the approach. We also plan to research the 6LoWPAN compression mechanisms for TLS/DTLS and implement and evaluate it.
Figure 8.14: Response time versus datagram size when *integrity* and *confidentiality* is enabled. The 802.15.4 link-layer Security is better for single hop while IPsec gets better for multihop networks. The overhead of IPsec is constant across a single hop and a multihop network for different data sizes while link-layer security overhead increases with the increasing data sizes.
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Abstract

The Internet of Things (IoT) enables a wide range of application scenarios with potentially critical actuating and sensing tasks, e.g., in the e-health domain. For communication at the application layer, resource-constrained devices are expected to employ the Constrained Application Protocol (CoAP) that is currently being standardized at the IETF. To protect the transmission of sensitive information, secure CoAP (CoAPs) mandates the use of Datagram TLS (DTLS) as the underlying security protocol for authenticated and confidential communication. DTLS, however, was originally designed for comparably powerful devices that are interconnected via reliable, high-bandwidth links.

In this paper, we present Lithe—a integration of DTLS and CoAP for the IoT. With Lithe, we additionally propose a novel DTLS header compression scheme that aims to significantly reduce the header overhead of DTLS leveraging the 6LoWPAN standard. Most importantly, our proposed DTLS header compression scheme does not compromise the end-to-end security properties provided by DTLS. At the same time, it considerably reduces the number of transmitted bytes while maintaining DTLS standard compliance. We evaluate our approach based on a DTLS implementation for the Contiki operating system. Our evaluation results show significant gains in terms of packet size, energy consumption, processing time, and network-wide response times, when compressed DTLS is enabled.
9.1 Introduction

IPv6 over Low-power Wireless Personal Area Network (6LoWPAN) [1] enables the use of IP in low-power and lossy wireless networks such as Wireless Sensor Networks (WSNs). Such IP-connected smart devices (Things) are becoming part of the Internet hence forming the Internet of Things (IoT) or strictly speaking IP-connected IoT. TCP performance is known to be bad in wireless networks and the situation is exacerbated with the low power radios and lossy links found in sensor networks. Therefore, the connection-less UDP is mostly used in the IoT. Also HTTP, which is primarily designed to run over TCP, is inefficient in lossy and constrained environments. Therefore, a new connection-less lightweight Constrained Application Protocol (CoAP) [2] is being standardized for the IoT. Security is particularly important for the Things as they are connected to the untrusted Internet. Medical monitoring denotes a typical security-sensitive application scenario. Here, a smart device, such as an insulin pump[1] may be attached to the patient’s body and periodically report the condition of the patient to a back-end service in the Internet. In emergency cases, a physician may additionally be able to trigger instant injection of medication into the patient’s body.

CoAP proposes to use the Datagram Transport Layer Security (DTLS) [2] as the security protocol for automatic key management and for data encryption and integrity protection, as well as for authentication. CoAP with DTLS support is termed secure CoAP (CoAPs). While DTLS supports a wide range of cryptographic primitives for peer authentication and payload protection, it was originally designed for network scenarios where message length was not a critical design criterion. As such, DTLS is a chatty protocol and requires numerous message exchanges to establish a secure session. Therefore, it is inefficient to use the DTLS protocol, as it is, for constrained IoT devices. To cope with constrained resources and the size limitations of IEEE 802.15.4-based networks[2] 6LoWPAN header compression mechanisms are defined. The 6LoWPAN standard already defines the header compression format for the IP header, IP extension headers, and the UDP header. We believe, it is particularly advantageous to apply the 6LoWPAN header compression mechanism to compress other protocols having well-defined header fields, such as DTLS.

In this paper we provide lightweight CoAPs by compressing the underneath DTLS protocol [3] with 6LoWPAN header compression mechanisms. We call our lightweight 6LoWPAN compressed CoAPs Lithe. The purpose

---

1 Medtronic probes insulin pump risks, Reuters, October 2011.
2 The Maximum Transmission Unit (MTU) size of the IEEE 802.15.4 protocol is 127 bytes.
The IPv6-connected Internet of Things (6IoT)
End-to-End Secure Communication with secure CoAP
Compressed
DTLS
Smartphone
coaps://mysite:port/
DTLS
6LoWPAN
Conventional Internet
CoAPs Node
coaps://mysite:port/
6LBR

Figure 9.1: An IoT setup that uses CoAPs to secure communication between sensor nodes in 6LoWPANs and hosts in the Internet.

of DTLS header compression is twofold. First, to achieve energy efficiency reducing the message size, since communication requires more energy than computation. Second, to avoid 6LoWPAN fragmentation that is applied when the size of datagram is larger than the link layer MTU. Avoiding fragmentation, whenever possible, is also important from the security point of view as the 6LoWPAN protocol is vulnerable to fragmentation attacks [4]. Our compressed DTLS maintains true End-to-End (E2E) security between Lithe enabled hosts in 6LoWPAN networks and typical Internet hosts that use uncompressed CoAPs. Figure 9.1 shows a typical IoT setup, where a 6LoWPAN network consisting of CoAPs enabled nodes is connected through a 6LoWPAN Border Router (6BR) with the Internet. In this network setup, the CoAPs enabled devices can securely communicate with Internet hosts, such as standard computers, smartphones, etc., which support the CoAPs protocol.

To the best of our knowledge we are the first to propose 6LoWPAN compressed DTLS and enable lightweight CoAPs support for the IoT. We implement our DTLS header compression mechanisms in the Contiki OS [5], an open source and widely used operating system for constrained devices. We evaluate Lithe in an IoT setup and show the gains in terms of packet size reduction, energy consumption, processing time, and network-wide response time, without compromising security properties of DTLS and by maintaining standard compliant E2E security.

The main contributions of this paper are:

- We provide novel and standard compliant DTLS compression mechanisms that aim to increase the applicability of DTLS and, thus, CoAPs
9.2 Background

Due to the heterogeneity in the IoT, it is challenging to connect resource-constrained devices in a secure and reliable way. Currently, different protocols such as CoAP [2], 6LoWPAN [6], IPv6 Routing Protocol (RPL) [7] for Low-power and Lossy Networks (LLNs) are being standardized by the Internet Engineering Task Force (IETF) to enable the IoT. The focus of this paper is to enable secure yet efficient communication among IoT devices that utilize the CoAP protocol. In this section we highlight the technologies involved in the development of the lightweight CoAPs, the HTTPs variant for the IoT.

9.2.1 CoAP and DTLS

CoAP is a web protocol that runs over the unreliable UDP protocol and is designed primarily for the IoT. CoAP is a subset of the most used synchronous web protocol HTTP and is tailored for constrained devices and machine-to-machine communication. However, while CoAP provides a REST interface similar to HTTP, it focuses on being more lightweight and cost-effective than its variant for today’s Internet. To protect CoAP transmissions, Datagram TLS (DTLS) has been proposed as the primary security protocol by standardization [3]. Analogous to TLS-protected HTTP (HTTPs), the DTLS-secured CoAP protocol is termed CoAPs. As a basis for the discussion of our proposed DTLS compression mechanisms, we now give a brief overview of the DTLS protocol.

DTLS consists of two layers: the lower layer contains the Record protocol and the upper layer contains either of the three protocols namely Handshake,
Alert and ChangeCipherSpec, or application data. The ChangeCipherSpec is used during the handshake process to merely indicate that the Record protocol should protect the subsequent messages with the newly negotiated cipher suite and security keys. DTLS uses the Alert protocol to communicate the error messages between the DTLS peers. Figure 9.2 shows the structure of a DTLS message in a IP/UDP datagram.

The Record protocol [3] is a carrier for the upper layer protocols. The Record header contains among others content type and fragment fields. Based on the value in the content type field, the fragment field contains either the Handshake protocol, Alert protocol, ChangeCipherSpec protocol, or application data. The Record header is primarily responsible to cryptographically protect the upper layer protocols or application data once the handshake process is completed. The Record protocol’s protection includes, confidentiality, integrity protection and authenticity.

The DTLS Record is a rather simple protocol whereas the Handshake protocol is a complex chatty process and contains numerous message exchanges in an asynchronous fashion. Figure 9.3 shows a full handshake process. The handshake messages, usually organized in flights, are used to negotiate security keys, cipher suites and compression methods. The scope of this paper is limited to the header compression only and not the cryptographic processing of Record and Handshake protocols. For details of the individual handshake messages we refer to TLS[8] and DTLS [3].

DTLS guarantees E2E security of different applications on a single machine by operating between the transport and application layers. A secure version of CoAP (CoAPs) that uses DTLS as the underlying security protocol is already being standardized. A web resource on an IoT device can then be accessed securely via CoAPs protocol as:

coaps://myIPv6Address:port/MyResource.xml

9.2.2 6LoWPAN

The 6LoWPAN standard [1] defines the header compression and fragmentation of IPv6 datagrams within IPv6-connected WSNs, also called 6LoWPAN networks. The compression mechanism consists of IP Header Compression (IPHC) and Next Header Compression (NHC). The IPHC encodings can compress the IPv6 header length to 2 bytes for a single hop network and 7 bytes in a multi-hop case. Among other encoding bits in the IPHC is the NH bit that, when set, indicates the next header is compressed using NHC. The NHC is used to encode the IPv6 extension headers and UDP header. The NH encod-
The size is multiple of octets (mostly one byte) which contain variable length ID field and the encoding bits for a specific header. The 6LoWPAN standard defined NHC encoding can be used to compress headers up to UDP, and not the upper layer. This is because the NHC encodings for UDP do not contain NH bit that indicates that the UDP payload is also compressed. There are protocols that are part of UDP payload and have header-like structures similar to IP and UDP, such as DTLS, IKE. It is therefore worth applying the 6LoWPAN header compression mechanisms to compress these protocol headers. We provide 6LoWPAN NHCs to compress DTLS. Recently, Generic Header Compression (GHC) [9], analogous to NHC, is defined to allow upper layer (UDP payload and above) header compression. 6LoWPAN-GHC, a less flexible approach, is an alternative to our solution.

As depicted in Figure 9.1, the header compression is applied within the 6LoWPAN network only i.e. between constrained nodes and the 6LoWPAN border Router (6BR). A 6BR is used between 6LoWPAN networks and the Internet to compress/decompress or/and fragment/reassemble messages before routing to the two realms. In order to adapt chatty security protocols, such as DTLS, for the resource constrained IoT devices, it is wise to apply 6LoWPAN

Figure 9.2: A layout of a packet secured with DTLS.
header compression mechanisms to these protocols as well. In Section 9.3, we propose 6LoWPAN header compression for DTLS. It is very important to design these header compression mechanisms in a way that complies with the plain DTLS standard, to be interoperable with existing and new DTLS enabled hosts on the conventional Internet.

The 6LoWPAN fragmentation part provides the schemes to fragment the datagrams when the packet size is bigger than the data-link layer Maximum Transmission Unit (MTU). The widely used data-link layer protocol in the 6LoWPAN networks is IEEE 802.15.4 that has MTU size of 127 bytes.

### 9.3 DTLS Compression

DTLS header compression, like IPHC, is applied only within 6LoWPAN networks, i.e., between sensor nodes and the 6BR. This is because DTLS is a part of the UDP payload and all information required for routing is already extracted at the IP layer. In this section, in addition to describing 6LoWPAN header compression for DTLS, we detail how our compressed DTLS can be linked to 6LoWPAN in a standard compliant way.

#### 9.3.1 DTLS-6LoWPAN Integration

To cope with the size limitations of IEEE 802.15.4 link layer frames, we propose to compress the DTLS headers. The 6LoWPAN standard [1] does not provide ways to compress the UDP payload and the layers above. In order to apply 6LoWPAN header compression mechanisms to compress headers in the UDP payload, we either require a modification in the current NHC encoding for UDP in the 6LoWPAN standard, or need to define a new NHC for UDP.
with different ID bits. The first solution requires modification is the current standard and hence not a favorable solution. The second solution is an extension to the 6LoWPAN standard; similar approach is adapted to distinguish NHC from GHC [9].

The ID bits 11110 in the NHC for UDP, as defined in the 6LoWPAN standard, indicate that the UDP payload is not compressed. We define ID bits 11011 to indicate that the UDP payload is compressed with 6LoWPAN NHC. These ID bits are currently unassigned in the 6LoWPAN standard. Figure 9.4 shows our proposed NHC for UDP that allows compression of UDP payload. In the following section we define 6LoWPAN-NHC for the DTLS Record header, Handshake header, and handshake messages where applicable.

### 9.3.2 6LoWPAN-NHC for the Record and Handshake Headers

The Record protocol adds 13 bytes long header fields to each packet that is sent throughout the lifetime of a device that uses DTLS/CoAPs. The Handshake protocol, on the other hand, adds 12 bytes of header to handshake messages. We propose 6LoWPAN-NHC for compressing the Record and Handshake headers, and reduce the header length to 5 and 3 bytes, respectively. In case of Handshake, only during the first handshake process the Handshake header and messages are compressed. This is because the successive re-handshake messages are encrypted using the negotiated cipher suite, and it is not possible to inspect payload of the DTLS record for compression at the 6LoWPAN layer. However, in all cases the Record header remains un-encrypted. Thus it is always compressed by using the mechanism explained in this section.

In order to provide header compression for the Record and Handshake header, we consider two cases. In the first case, where the Record header fragment field (see Section 9.2) contains a handshake message, we compress both the Record header and the Handshake header using a single encoding byte and we define 6LoWPAN-NHC for Record+Handshake (6LoWPAN-NHC-RHS). In the second case we define 6LoWPAN-NHC for the Record header (6LoWPAN-NHC-R).
Figure 9.5: Our proposed 6LoWPAN-NHC encodings for different DTLS headers.

(a) Record and the Handshake header.

(b) ClientHello message.

(c) ServerHello message.

NHC-R) where the fragment field in the Record header is application data and not a Handshake message as in the first case. The 6LoWPAN-NHC-R is applied after the DTLS handshake has been performed successfully, and the subsequently messages are encrypted and integrity protected. Figure 9.5 shows 6LoWPAN-NHC encodings for the Record+Handshake header and for the Record header. The encoded bits have the following functions:

Version (V): If 0, the version is the DTLS latest version which is 1.2, and the field is omitted. If 1, the version field is carried inline.

Epoch (EC): If 0, an 8 bit epoch is used and the left most 8 bits are omitted. If 1, all 16 bits of the epoch are carried inline. In most cases the actual epoch is either 0 or 1. Therefore, an 8 bit epoch is used most of the time, allowing a higher compression ratio.

Sequence Number (SN): The sequence number consists of 48 bits, of which some are leading zeros. If SN is set to 0, a 16 bit sequence number is used and the left most 32 bits are omitted. If 1, all 48 bits of the sequence number are carried inline. In case of 6LoWPAN-NHC-R, as shown in Figure 9.5a, we use two bits for SN and can more efficiently compress the sequence number field. Here if SN is set to 00, a 16 bit sequence number is used and the left most 32 bits are omitted. If 01, a 32 bit sequence number is used and the left most 16 bits are omitted. If 10, a 24 bit sequence number is used and the left most 24 bits are omitted. If 11, all 48 bits of the sequence number are carried
inline.

**Fragment (F):** If 0, the handshake message is not fragmented and the fields `fragment_offset` and `fragment_length` are omitted. This is the common case, which occurs when the handshake message is not larger than the maximum record size. If 1, the fields `fragment_offset` and `fragment_length` are carried inline.

In case of 6LoWPAN-NHC-R, `content_type` field is always carried inline, and in case of 6LoWPAN-NHC-RHS, `content_type` field is always omitted as it is obvious from the NHC encoding that the content type is Handshake. Furthermore, `message_type` and `message_seq` fields of the Handshake header are always carried inline. The `length` field in the Record and Handshake headers is always omitted as they can be deduced from the lower layers: either from the 6LoWPAN header or the IEEE 802.15.4 header. We have to uncompress layer-wise from lower to higher layers until the the UDP header is uncompressed. Then the length of the UDP payload is known and the DTLS payload length can be calculated.

### 9.3.3 6LoWPAN-NHC for ClientHello

We propose 6LoWPAN-NHC for the ClientHello message (6LoWPAN-NHC-CH). During the handshake process the ClientHello message is sent twice, the first time without cookie and the second time with the server’s cookie. Figure 9.5b shows 6LoWPAN-NHC encoding for the ClientHello message. The function of each compressed header field is described below:

1. **Session ID (SI):** If 0, the `session_id` is not available and this field and 8 bits of the prefixed length field are omitted. In the (D)TLS protocol, `session_id` is empty if no session is available, or if the client wishes to generate new security parameters. The actual `session_id` field in the ClientHello contains 0 to 255 bits. However, it is always prefixed with an 8 bit field that contains the size of the `session_id`. The ClientHello message uses `session_id` only if the DTLS client wants to resume the old session. If SI is set 1, the `session_id` field is carried inline.

2. **Cookie (C):** If 0, the cookie field is not available and this field and its prefixed 8 bits length field are omitted. The actual cookie field in the ClientHello contains 0 to 255 bits. However, it always has an 8 bits length field that contains the

---

3DTLS 1.2 specification increases the cookie size limit to 255 bytes; however, our implementation uses 255 bits.
size of the cookie. If C is set 1, the cookie field is carried inline.

**Cipher Suite (CS):** If 0, the default (mandatory) cipher suite for CoAP that supports automatic key management is used and this field and the prefixed 16 bits length field are omitted. In the current CoAP draft [2]

\[ \text{TLS}_\text{ECDHE} \_\text{ECDSA} \_\text{WITH} \_\text{AES} \_\text{128}_\text{CCM} \_8 \]

is a mandatory cipher suite. The actual cipher suites field contains 16 to \(2^{16} - 16\) bits and is always prefixed with a 16 bits field that contains the size of the cipher suites. If CS is set 1, the cipher suites field is carried inline.

**Compression Method (CM):** If 0, the default compression method, i.e., COMPRESS_NULL is used and this field and the prefixed 8 bits length field are omitted. The actual compression methods field contains 8 to \(2^8 - 8\) bits. It is always prefixed with an 8 bits field that contains the size of the compression methods. If CM is set 1, the compression methods field is carried inline.

The random field in the ClientHello is always carried inline whereas the version field is always omitted. The version contains the same value as in the DTLS Record header. In case of TLS/SSL the version field was defined to let a TLS client specify an older version to be compatible with an SSL client, which is rarely used in practice. All current versions of web browsers use the same TLS version in the Record header and in the ClientHello message. DTLS 1.2 (adapted from TLS 1.2) [8] mentions that the client sends its latest supported version in the ClientHello. All DTLS versions (1.0 and 1.2) have compatible ClientHello messages. If the server does not support this version, then the ServerHello message contains its supported version. If the client is not capable of handling the server’s version, it terminates the connection with a protocol version alert.

Using 6LoWPAN-NHC-CH, usually only the random field in the ClientHello message is transmitted and all the other fields are omitted. The ClientHello with cookie may also contain the compressible cookie filed. Figure 9.6 shows an uncompressed IP/UDP datagram that contains a ClientHello. A 6LoWPAN compressed IP/UDP datagram, with our proposed compressed DTLS, containing the ClientHello message is depicted in Figure 9.7. After applying IPHC and 6LoWPAN-NHC header compression, the datagram size is significantly reduced.

### 9.3.4 6LoWPAN-NHC for ServerHello

We propose 6LoWPAN-NHC for the ServerHello message (6LoWPAN-NHC-SH). ServerHello is very similar to ClientHello except that the
Figure 9.6: An *un-compressed* full IP/UDP datagram containing a DTLS ClientHello Message.
length of the cipher suites and compression methods fields are fixed to 16 and 8 bits, respectively. Figure 9.5c shows the 6LoWPAN-NHC encoding for the ServerHello message. The function of each compressed header field is described below:

The first four bits in the 6LoWPAN-NHC-SH represent the ID field set to 1011. **Version (V)**: In order to avoid version negotiation in the initial handshake, the DTLS 1.2 standard suggests that the server implementation should use DTLS version 1.0. If V is set to 0, the version is DTLS 1.0 and the version field is omitted. However the DTLS 1.2 clients must not assume that the server does not support higher versions or it will eventually negotiate DTLS 1.0 rather than DTLS 1.2 [3]. If V is set to 1, the version field is carried inline. **Session ID (SI), Cipher Suite (CS), and Compression Method (CM)** are encoded in a similar fashion as discussed in Section 9.3.3. In order to not compromise security the random field in the ServerHello is always carried inline.

### 9.3.5 6LoWPAN-NHC for other Handshake Messages

The remaining mandatory handshake messages ClientKeyExchange, ServerHelloDone, and Finish have no fields that could be compressed, hence all fields are carried inline. The optional handshake messages Certificate that contains the chain of certificates and CertificateVerify that contains the digital signature of the handshake message are as well carried inline.
However, it is possible to compress some of the fields inside a Certificate message which is out of the scope of this paper. Pritikin et al. propose a scheme to compress X.509 certificates [10].

The ServerKeyExchange message is mostly not sent, either due to crypto export restrictions or because the server’s Certificate message contains enough information to concede the client to exchange the premaster secret. However, if it is sent, all fields are carried inline. In case of the optional message CertificateRequest all fields can be omitted. This is possible since the values for the fields supported_signature_algorithms, certificate_types, and certificateAuthorities can be predefined to a single set of supported and preferred values for a 6LoWPAN network and all nodes in the network use the same set of values. The 6BR can populate the empty CertificateRequest message with the default set of values before sending the message to the destination in the conventional Internet. If no default set of values is defined for the 6LoWPAN network, all fields are carried inline.

9.4 Implementation

We implement Lithe in Contiki [5], an open source operating system for the IoT. However, our proposed header compression mechanisms in Lithe can be implemented in any OS that supports 6LoWPAN. The Lithe implementation consists of four main components: (i) DTLS, (ii) CoAP, (iii) integration module, (iv) DTLS header compression. For DTLS we use the open source tinyDTLS [11] implementation which supports the basic cipher suite based on pre-shared keys: TLS_PSK_WITH_AES_128_CCM_8.

We adapt tinyDTLS for the WiSMote platform and for the 20-bit address support of msp430-gcc [12] (version of 4.7.0). For CoAP, we use the default CoAP implementation in the Contiki OS. We develop the integration module that connects the CoAP and DTLS implementations and enables the CoAPs protocol. This integration allows the application independent access to CoAPs where outgoing CoAP messages are transparently handed to DTLS that transmits the protected messages to the destination. All incoming CoAP messages are protected through DTLS and therefore are processed first at DTLS layer and handed transparently to CoAP, which resides in the application layer.

We implement our proposed header compression as an extension to the 6LoWPAN implementation in the Contiki OS. The 6LoWPAN layer resides
between the IP and Medium Access Control (MAC) layers. The packets from the IP layer are considered as input packets and the packets from the MAC layer are considered as output packets. The 6LoWPAN layer processes all UDP packets from both directions. Therefore, we use two ways to distinguish UDP packets that carry DTLS messages as payload from other UDP packets. In the case of input packets, the pre-configured default DTLS port is used to identify CoAPs messages. In the second case when the packet is received from the MAC layer, the DTLS port and the ID bits in our proposed NHC-for-UDP and in the NHC for DTLS headers are used to distinguish the compressed headers from the uncompressed. Details are provided in Section 9.3.

Furthermore, it is important to emphasize, that while applying header compression, the E2E security of DTLS is by no means compromised. This is due to the design of DTLS and our effort to remain standard-compliant. The header fields are, after final negotiation of the cipher suite, integrity protected within the Record layer. During the compression/decompression process the original headers are not modified and the integrity protection is maintained. After decompression in the 6LoWPAN layer, the packets integrity is checked in the DTLS layer. The correctness of integrity protection serves as well a proof of correct decompression.

9.5 Evaluation

We evaluate Lithe on real sensor nodes running the Contiki OS. We use WiSMote [13] as our hardware platform. WiSMotes are equipped with (i) a 16 MHz, MSP430 5-Series, 16-bit RISC microcontroller, (ii) 16kB of RAM, (iii)
128kB of ROM, and (iv) an IEEE 802.15.4 (CC2520) transceiver. We select WiSMotes because of the RAM and ROM requirements of the DTLS implementation, which is discussed in more details in Section 9.5.2. The network setup consists of two WiSMotes which communicate directly through the radio. The CC2520 transceiver provides an AES-128 security module. However, for our evaluation we do not use the AES hardware support and rely on software AES. Leveraging the AES hardware support for the cryptographic computations involved in DTLS would lead to higher performance. The focus of our evaluation is on the impact of DTLS header compression on response time and energy consumption of nodes. Therefore, the performance loss due to software AES is not affecting our evaluation. Furthermore, we do not enable link layer security support, in order to be able to analyze the compression gain separately. In our previous work [14], we have evaluated the performance gains when using the AES support in hardware. There, we implement and evaluate the 802.15.4 link layer security.

9.5.1 Packet Size Reduction

Using 6LoWPAN-NHC compression mechanisms we can significantly reduce the length of DTLS headers. Table 9.1 shows that our proposed DTLS header compression significantly reduces the number of header bits which results in a similar reduction of radio transmission time. The Record header, included in all DTLS messages, can be compressed by 64 bits (62%) for each message. In the case of the Handshake header, a compression rate of 75% is achieved. Application data constitutes the highest amount of DTLS message. Reducing the Record header from 104 to 40 bits, allows for transmission of 64 bits more payload per packet. Packets that are larger than the link layer MTU are fragmented. Fragmentation does not only introduce more burden to the node and the network, it also brings security vulnerabilities [4] along. Therefore, it is preferable to avoid fragmentation, whenever possible. Using compression we avoid fragmentation or decrease the number of fragments when the payload is slightly above the fragmentation threshold. Furthermore, reducing the transmitted bits in constrained networks has a huge impact on the performance and lifetime of the network. Radio communication has in general about 10 times higher energy consumption than in-node computations [13]. The tradeoff with compression is additional in-node computation overhead for compression/decompression, and in return reducing the radio transmissions. The impact of this tradeoff is discussed in more detail in Section 9.5.3.
9.5.2 RAM and ROM Requirement

We analyze RAM and ROM with the msp430-size and msp430-objdump tools in the MSP430 toolchain. As depicted in Table 9.2, in total 60kB of ROM and 9.2kB of stationary RAM are required for Lithe.

The DTLS implementation including the cryptographic functionalities and the DTLS state-machine requires 16.8kB of ROM and 3.7kB of stationary RAM. This makes DTLS to the major contributor of ROM after the OS. The CoAP-Server requires 8kB of ROM and 0.5kB of stationary RAM. Our CoAP-server provides a single resource, that upon a CoAP GET request, sends back a response message with variable payload lengths. This is used in our evaluation to analyze the effect of compression on CoAPs messages with different payload lengths. The footprint of the CoAP depends on the offered resources. The implementation of our DTLS header compression mechanism requires only 2820B of ROM and 1B of RAM. The total ROM used by 6LoWPAN in Contiki for compression and fragmentation (without DTLS compression) is 3782B. This verifies that the compressed DTLS uses the same order of ROM as standard 6LoWPAN. Today’s sensor nodes, such as WiSMote, with 128kB of ROM can surely accommodate compressed CoAPs along with other operating system components, and still offer significant space to applications.

<table>
<thead>
<tr>
<th>Feature</th>
<th>ROM [Byte]</th>
<th>RAM [Byte]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTLS Crypto (SHA-256, CCM, AES)</td>
<td>6590</td>
<td>2868</td>
</tr>
<tr>
<td>DTLS</td>
<td>10662</td>
<td>989</td>
</tr>
<tr>
<td>Contiki OS</td>
<td>32145</td>
<td>4979</td>
</tr>
<tr>
<td>CoAP</td>
<td>8632</td>
<td>582</td>
</tr>
<tr>
<td>DTLS Compression</td>
<td>2820</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>60849</td>
<td>9419</td>
</tr>
</tbody>
</table>

Table 9.2: ROM and RAM requirements for Lithe.

9.5.3 Run-time Performance

We look at the run-time performance gains that we achieve when compressed DTLS is used and compare it with uncompressed DTLS. We perform these experiments in a 6LoWPAN network with enabled Radio Duty Cycling (RDC) and respectively with no RDC. When RDC is used, the radio is off most of the time and is turned on either in certain intervals to check the medium for in-
coming packets or to transmit packets. We use the duty cycled MAC protocol, X-MAC [15] with its default settings, provided in the Contiki OS. In our runtime performance evaluation we focus on sensor node’s energy consumption and network-wide round trip time. For the evaluation of energy consumption we use the energy estimation module [16] provided by Contiki OS. This module provides the usage time of CPU, LPM, Transmitter and Transceiver for a certain function call. The absolute timer values for each of these components can be converted to energy with the following equation:

\[
\text{Energy [mJ]} = \frac{\text{ticks} \times I [mA] \times \text{Voltage [V]}}{\text{ticks per second}}
\] (9.1)

**DTLS Compression Overhead**

The overhead caused through in-node computation for compression and decompression of DTLS headers is almost negligible. However, we measure
Table 9.3: Average energy consumption for packet transmission during DTLS handshake for the PSK cipher suite with no RDC. In average 15% energy saving for the transmission is achieved by compression.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Without</td>
<td>1756.66</td>
<td>1311.65</td>
<td>3068.31</td>
</tr>
<tr>
<td>With</td>
<td>1467.54</td>
<td>1143.47</td>
<td>2611.01</td>
</tr>
</tbody>
</table>

and show it for the sake of completeness. Figure 9.8 shows the additional overhead for compression/decompression for the handshake messages. Each handshake message consists of the both Record and Handshake headers. For a DTLS handshake based on pre-shared keys, on average, an overhead of 4.2 uJ is caused with compression.

CoAPs Initialization

During the CoAPs initialization phase a secure session is established between the two communicating end points using the DTLS handshake protocol. The handshake process uses both the Record and Handshake headers, which means that both of these headers can be compressed. The tradeoff between additional in-node computation vs. reduced packet sizes shows itself in the energy consumption for packet compression in a DTLS handshake. Table 9.3 compares the energy consumption for overall transmission for the case compression is applied and respectively for the case transmission is not applied. On average 15% less energy is used to transmit (and receive) packets with compression. This is due to smaller packets sizes achieved through compression.

CoAPs Request-Response

Once the CoAPs initialization phase is completed, i.e. the handshake has been performed, a sensor node can send/receive secure CoAP messages using the DTLS Record protocol. Although the Handshake protocol is, compared to the Record protocol, a more resource hungry protocol, it is performed only once during the initialization phase and/or later (rarely) for re-handshake.

In order to measure the performance of compression within Record Header, we measure the energy consumption and the round trip time (RTT) for the processing of CoAP request-response messages. We start our measurements when the client prepares the CoAP request, and stop after the server’s response is
Figure 9.9: The energy consumption of CoAPs messages when radio duty cycling is off shows that the compressed CoAPs message consumes less energy; the difference is significant when the messages are fragmented at the 6LoWPAN layer.
received and processed. The corresponding CoAP response contains varying payload lengths. To be more precise, eight different payload sizes in the range of 0 to 48 bytes are used. We select 48 bytes, because with 48 byte CoAP payload 6LoWPAN fragmentation is performed in case of plain CoAPs. However, Lithe does not trigger fragmentation, due to the reduced bits by the means of compression. This effect is visible in Figure 9.9a, which shows the average in-node energy consumption on CoAPs’ client and server for transmitting compressed and uncompressed CoAPs request and response pairs of different sizes with no RDC. The transmission of CaAP GET requests have the same amount of energy consumption since the size of request messages are always constant. Hence, energy consumption for CoAPs requests is always reduced by 10% using compression. The energy savings for the CoAPs response messages depend on the payload length and whether compression can prevent fragmentation. The latter is the case for a payload length of 48 Byte. Hence, the energy saving is in the range of 4-26%, where the highest energy saving is for 48 Byte.

For analyzing the overall energy consumption savings for CoAP request-responses, we sum up energy consumption for packet transmission on the server and the client as depicted in Figure 9.9b. We observe that in average energy savings of about 7% are achieved. However, in the case where fragmentation is avoided through compression, the savings increase to 20.6%. This is due the fact, that with 48 Byte payload, 6LoWPAN transmits the packet within two fragments, whereas with compression the packet is transmitted without fragmentation.

The reduced transmission time affects as well the RTT for a CoAP request-response message. In case of no RDC, as shown in Figure 9.10b, the RTT is in average 1.5% smaller, except for 48 Byte payload. There, the RTT with compression is even 77% smaller, since fragmentation is avoided. In order to assess the overall overhead caused through security, we have as well added values for CoAP without security. The RTT in CoAP without security is in average 1/3 of the CoAPs, as long as no fragmentation due to CoAPs is caused. Looking at the RTT with RDC, as shown in Figure 9.10b, we see that for all three cases of: a) CoAP without any security, b) plain CoAPs, and c) CoAPs with DTLS compression (Lithe), RTT values are in the same range, except for CoAP response messages with 48 Byte payload. This is a side-effect of RDC. RDC saves energy, by putting the radio in sleep for the most of the time. However, this happens at the cost of higher latency. Packets in RDC networks are not transmitted directly. The sender has to wait until the receiver wakes up and in the worst case this might be the whole sleeping interval of the receiver. As a result, the overall RTT is higher than when no RDC is used. We observe
that in networks with RDC, in the case compression prevents fragmentation or decreases the number of fragments, the RTT is significantly reduced. For example, in Figure 9.10b for 48 bytes Payload, compression leads to 50% shorter RTT.

9.6 Related Work

Providing E2E security is a widely explored area in conventional Internet communication. However, there has been comparatively less research conducted in E2E security considering 6LoWPANs. The resource constraints of the devices and the lossy nature of wireless links are among the major reasons that hinder to apply general E2E security mechanisms to 6LoWPANs. Recently, the community has presented works on analyzing security challenges in the IP-based IoT [17] and solutions that improve or modify standard IP security protocols for the requirements of resource-constrained devices. In our discussion of related work, we focus on approaches that aim to enable E2E security solutions in the IoT.

In our previous work [18], we propose a header compression method to use IPsec to secure the communication between nodes in 6LoWPAN networks and hosts in the Internet. We define NHC encodings to compress Authentication Header (AH) and Encapsulating Security Payload (ESP) extension headers. Jorge at al. [19] extend our solution and include IPsec in tunnel mode. They implement and evaluate their proposal in TinyOS. In [20], Brachmann et al. propose TLS-DTLS mapping to secure the IoT. However, this requires the presence of a trusted 6BR, and E2E security breaks at the 6BR.

Kothmayr et al. [21] investigate the use of DTLS in 6LoWPANs with a Trusted Platform Module (TPM) to get hardware support for the RSA algorithm. However, they have used DTLS as it is without using any compression method which would shorten the lifetime of the entire network due to the redundant bits in DTLS messages. Granjal et al. [22] evaluate the use of DTLS as it is with CoAP for secure communication. They note that payload space scarcity would be problematic with applications that require larger payloads. As an alternative, they suggest to employ security at other networking layers such as compressed form of IPsec.

In another work [23], we propose design ideas to reduce the energy consumption of the two-way certificate-based DTLS handshake. We suggest (i) pre-validation of certificates at the trusted 6BR, (ii) session resumption to avoid the overhead of a full handshake, and (iii) handshake delegation to the owner of
Figure 9.10: Comparison of Round Trip Time for Lithe, plain CoAPs, and CoAP.
the resource-constrained device. That work in making certificate-based authentication viable for the IoT is complementary to this one. We plan to combine DTLS header compression with those ideas to make the mutual certificate-based handshake more efficient.

9.7 Conclusions

CoAP enabled hosts will be an integral part of the Internet of Things (IoT). Furthermore, real world deployments of CoAP supported devices require security solutions. To this end, DTLS is the standard protocol to enable secure CoAP (CoAPs). In this paper, we investigate if the overhead of DTLS can be reduced by 6LoWPAN header compression, and present the first DTLS header compression specification for 6LoWPAN. We quantitatively show that DTLS can be compressed and its overhead can be significantly reduced using 6LoWPAN standardized mechanisms. Our implementation and evaluation of compressed DTLS demonstrate that it is possible to reduce the CoAPs overhead as the DTLS compression is efficient in terms of energy consumption and network-wide response time, when compared with plain CoAPs. The difference between compressed DTLS and plain DTLS is very significant, if the use of plain DTLS results in 6LoWPAN fragmentation.

As future work we plan to deploy Lithe in a real world IoT system with a real application scenario. Such an IoT consists of constrained devices, standard computers, and smartphones. A real world deployment helps us to thoroughly evaluate Lithe in an heterogeneous IoT, and ultimately demonstrate the use of Lithe in security sensitive applications.
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Abstract

In the Internet of Things (IoT), resource-constrained things are connected to the unreliable and untrusted Internet via IPv6 and 6LoWPAN networks. Even when they are secured with encryption and authentication, these things are exposed both to wireless attacks from inside the 6LoWPAN network and from the Internet. Since these attacks may succeed, Intrusion Detection Systems (IDS) are necessary. Currently, there are no IDSs that meet the requirements of the IPv6-connected IoT since the available approaches are either customized for Wireless Sensor Networks (WSN) or for the conventional Internet.

In this paper we design, implement, and evaluate a novel intrusion detection system for the IoT that we call SVELTE. In our implementation and evaluation we primarily target routing attacks such as spoofed or altered information, sinkhole, and selective-forwarding. However, our approach can be extended to detect other attacks. We implement SVELTE in the Contiki OS and thoroughly evaluate it. Our evaluation shows that in the simulated scenarios, SVELTE detects all malicious nodes that launch our implemented sinkhole and/or selective forwarding attacks. However, the true positive rate is not 100%, i.e., we have some false alarms during the detection of malicious nodes. Also, SVELTE’s overhead is small enough to deploy it on constrained nodes with limited energy and memory capacity.
10.1 Introduction

With IPv6 over Low-power Wireless Personal Area Network (6LoWPAN) [1, 2] it is possible to connect resource constrained devices, such as sensor nodes, with the global Internet using the standardized compressed IPv6 protocol. These networks of resource constrained devices, also called 6LoWPAN networks, and the conventional Internet form the Internet of Things or strictly speaking the IP-connected Internet of Things (IoT). A 6LoWPAN Border Router (6BR) is an edge node that connects 6LoWPAN networks with the Internet. Due to the resource constrained nature of the devices or things, 6LoWPAN networks mostly use IEEE 802.15.4 as link and physical layer protocol.

Unlike typical wireless sensor networks (WSN), 6LoWPAN networks or IP-connected WSN are directly connected to the untrusted Internet and an attacker can get access to the resource-constrained things from anywhere on the Internet. This global access makes the things vulnerable to intrusions from the Internet in addition to the wireless attacks originating inside 6LoWPAN networks. Potential applications of the IoT are smart metering, home or building automation, smart cities, logistics monitoring and management, etc. These applications and services are usually charged and the revenue is based on data or services used. Hence, the confidentiality and integrity of the data and timely availability of services is very important.

Researchers have already investigated message security for the IoT using lightweight DTLS [3], IPsec [4], and IEEE 802.15.4 link-layer security [5]. Even with message security that enables encryption and authentication, networks are vulnerable to a number of attacks aimed to disrupt the network. Hence, an Intrusion Detection System (IDS) is necessary to detect intruders that are trying to disrupt the network.

The available IDSs for WSNs could be used in the IoT. However, most of these approaches are built on the assumptions that (i) there is no central management point and controller, (ii) there exists no message security, and (iii) nodes cannot be identified globally. The IoT has a novel architecture where the 6BR is assumed to be always accessible, end-to-end message security is a requirement [5], and sensor nodes are globally identified by an IP address. Besides these opportunistic features, an IDS for the IoT is still challenging since the things (i) are globally accessible, (ii) are resource constrained, (iii) are connected through lossy links, and (iv) use recent IoT protocols such as CoAP [6], RPL [7], or 6LoWPAN [2]. Therefore, it is worth investigating and providing an IDS for the IoT exploiting these opportunities and threats.

To this end, we design, implement, and evaluate a novel Intrusion Detection
system for the IoT that we call SVELTE\(^1\). To the best of our knowledge this is the first attempt to develop an IDS specifically designed for the IoT. Network layer and routing attacks are the most common attacks in low power wireless networks [8], and in this paper we primarily target these attacks. SVELTE is also inherently protected against sybil and clone ID attacks; we discuss these attacks in Section 10.3.2. We evaluate SVELTE against sinkhole and selective-forwarding attacks. Our approach is, however, extensible and can be used to detect other attacks as we discuss in Section 10.7.

The IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [7] is a novel standardized routing protocol primarily designed to meet the specific routing requirements of the IoT. SVELTE uses RPL as a routing protocol. It has two main components: the 6LoWPAN Mapper (6Mapper), and intrusion detection modules. The 6Mapper reconstructs RPL’s current routing state, i.e., its directed acyclic graph, at the 6BR and extends it with additional intrusion detection parameters.

One of the important decisions in intrusion detection is the placement of the IDS in the network. We use a hybrid approach, see Section 10.3 and place the processing intensive SVELTE modules in the 6BR and the corresponding lightweight modules in the constrained nodes. Figure 10.1 presents an overview of our IDS that we explain in more detail in Section 10.3. One of our main design goals is that the IDS should be lightweight and comply with the processing capabilities of the constrained nodes.

In addition to the 6Mapper and the intrusion detection techniques, we also

---

\(^1\)SVELTE literary means *elegantly slim*. 
propose and implement a distributed mini-firewall to protect 6LoWPAN networks against global attackers from Internet. We implement SVELTE in the Contiki operating system [9].

The main contributions of this paper are:

- We present SVELTE, a novel IDS with an integrated mini-firewall for the IP-connected IoT that uses RPL as a routing protocol in 6LoWPAN networks.

- We implement SVELTE and thoroughly evaluate it for 6LoWPAN networks that consist of resource-constrained things and have lossy communication links.

The next section of this paper gives an overview of the technologies used in SVELTE. Section 10.3 describes SVELTE that includes 6Mapper, the actual intrusion detection techniques, and the firewall. In Section 10.4 we detail SVELTE’s implementation for the Contiki OS. Section 10.5 presents our detailed performance evaluation of SVELTE. We highlight the current IDSs and their applicability in the IoT in Section 10.6. Section 10.7 discusses the possible extensions in SVELTE, and finally we conclude the paper in Section 10.8.

## 10.2 Background

In this section we briefly discuss the technologies involved in SVELTE for the IoT.

### 10.2.1 The Internet of Things

The Internet of Things (IoT) or strictly speaking IP-connected IoT is a hybrid network of tiny devices, typically WSNs, and the conventional Internet. Unlike typical WSN where devices are mostly resource constrained and unlike in the Internet where devices are mostly powerful, the nodes or things in the IoT are heterogeneous devices. An IoT device can be a light bulb, a microwave, an electricity meter, an automobile part, a smartphone, a PC or a laptop, a powerful server machine or a cloud, or potentially anything. Hence the number of potential devices that can be connected to the IoT are in hundreds of billion. IPv6’s huge address space has been designed to address this issue.

To connect resource constrained nodes such as WSN with the Internet using IPv6, a compressed version of the IPv6 called 6LoWPAN has been standardized [1, 2]. The 6LoWPAN protocol enables the routing of IPv6 packets in the
IP-connected WSN (also called 6LoWPAN network) in a compressed and/or fragmented form. Compression is needed since 6LoWPAN’s link and physical layer protocol, IEEE 802.15.4, has a Maximum Transmission Unit (MTU) of 127 bytes. 6LoWPAN supports multi-hop enabling nodes to forward packets on behalf of other nodes that are not directly connected to the 6LoWPAN border router (6BR). The 6BR is an end device that connects 6LoWPAN networks with the Internet.

A 6LoWPAN network is a multi-hop wireless network where communication links are usually lossy and devices are resource-constrained and often battery powered. Therefore, the connection-less User Datagram Protocol (UDP) is mostly used in 6LoWPAN networks. Further, connection-oriented web protocols such as HTTP are not feasible and a new protocol, the Constrained Application Protocol (CoAP), is being standardized for the IoT. Further, a new routing protocol, IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [7], is standardized. SVELTE is primarily designed for RPL-based 6LoWPAN networks.

10.2.2 RPL

The IPv6 Routing Protocol for Low-Power and Lossy Networks (RPL) [7] is a standardized routing protocol for the IP-connected IoT. RPL is a versatile protocol that enables many-to-one, one-to-many, and one-to-one communication. It creates a Destination-Oriented Directed Acyclic Graph (DODAG) and supports different modes of operation: uni-directional traffic to a DODAG root (typically the 6BR), and bi-directional traffic between constrained nodes and a DODAG root. A typical RPL DODAG is shown in Figure 10.2 where each node has a node ID (an IPv6 address), one or more parents (except for the DODAG root), and a list of neighbors. Nodes also have a rank that determines their individual position with respect to the DODAG root and relative to other nodes. Ranks strictly increase from the DODAG root to nodes and strictly decrease in the direction towards the DODAG root.

Every node in the RPL network must be able to determine whether packets are to be forwarded to its parents, i.e., upwards, or to its children. The most simple way for a node to accomplish this is to know all its descendants and use the route to its parent as default route for all other packets. In-network routing tables are required to separate packets heading upwards and the packets heading downwards in the network. This is the mechanism in the RPL implementation in the Contiki operating system [9], that we use in this paper to evaluate SVELTE.
10.2.3 Security in the IoT

Real world IoT deployments require security. The communication between devices in the IoT can be protected on an end-to-end or on a hop-by-hop basis. IPsec [4] in transport mode provides end-to-end security between two hosts in the IoT. In IPv6 networks and hence in 6LoWPAN, IPsec is mandatory to implement, meaning that each IPv6-enabled device must have IPsec capabilities. IPsec’s ESP protocol [10] ensures application data confidentiality and optionally data integrity and authentication, and AH [11] protocol ensures the integrity of whole IPv6 datagram that includes application data and IPv6 headers.

If the Constrained Application Protocol (CoAP) [6] is used in the IoT as
an application protocol then end-to-end security between two applications can be provided with the Datagram Transport Layer Security (DTLS). Also, IEEE 802.15.14 link-layer security can be used for per hop security.

Besides having message security, the IoT is vulnerable to a number of attacks [12] aimed to disrupt the network; hence intrusion detection mechanisms are important in real world IoT deployments, e.g., in building automation, industrial automation, smart metering and smart grids.

10.2.4 IDS

An Intrusion Detection System (IDS) is a tool or mechanism to detect attacks against a system or a network by analyzing the activity in the network or in the system itself. Once an attack is detected an IDS may log information about it and/or report an alarm. Broadly speaking, the detection mechanisms in an IDS are either signature based or anomaly based.

Signature based detections match the current behavior of the network against predefined attack patterns. Signatures are pre-configured and stored on the device and each signature matches a certain attack. In general signature based techniques are simpler to use. They need, however, a signature of each attack and must also store it. This requires specific knowledge of each attack and storage costs grow with the number of attacks. This approach is more static and cannot detect new attacks unless their signature is manually added into the IDS.

Anomaly based detection tries to detect anomalies in the system by determining the ordinary behavior and using it as baseline. Any deviations from that baseline is considered an anomaly. On one hand, anomaly based systems have the ability to detect almost any attack and adapt to new environments, but on the other hand these techniques have rather high false positive rates (to raise an alarm when there is no attack) as deviations from the baseline might be ordinary. Also, they have comparatively high false negative rates (no alarm when there is an attack) as attacks might only show a small deviation that is considered within the norm.

Keeping in view the novel requirements of the IoT, in this paper we use a hybrid of signature and anomaly based detections. We try to balance between the storage cost of the signature based detection and the computing cost of the anomaly based techniques. In SVELTE the detection techniques mostly target routing attacks such as sink-hole, selective forwarding, and spoofed or altered routing information [12]; however, SVELTE is extensible and can be used to detect other attacks as we discuss in Section 10.7.
In **sinkhole attacks** [12] an attacker advertises a beneficial routing path and thus makes many nodes route traffic through it. In RPL, an attacker can launch a sinkhole attack by advertising a better rank thus making nodes down in the DODAG select it as parent. In **selective forwarding attacks** [12], an attacker forwards only selected packets. For example, an attacker could forward only routing messages and drop all other packets to disrupt part of the network.

Once an attack is detected, the goal is to mitigate its effect and remove the attacker from the network. The simplest approach to remove an attacker is to ignore it. This requires the identification of the attacking node. Neither MAC nor IP addresses are trustworthy as they can be easily spoofed. One possible way to ignore a node is to use either a blacklist or a whitelist. A blacklist would include all malicious nodes and a whitelist would include all valid nodes. Maintaining a whitelist is easier in the presence of many attackers. In either way it is necessary that an attacker cannot obtain another valid identity, with sybil or clone ID attacks [12], as otherwise the attacker could restart the attack without effort. In SVELTE we use a whitelist.

### 10.3 SVELTE: An IDS for the IoT

Recall that a 6LoWPAN network is a lossy and wireless network of resource constrained nodes which uses IPv6 as networking protocol and often RPL as a routing protocol. One of the design goals of any protocol for the IoT is its ability to be deployed and run on constrained nodes in 6LoWPAN networks. Based on the novel requirements of the IoT, we propose SVELTE: a lightweight yet effective intrusion detection system for the IoT. We also complement SVELTE with a distributed mini-firewall in order to filter malicious traffic before it reaches the resource constrained nodes.

We design SVELTE for a 6LoWPAN network that uses message security technologies, such as IPsec [4] and DTLS [3] to provide end-to-end message security. In the rest of this section we present our intrusion detection system.

**Placement of SVELTE**

The placement of an IDS is an important decision that reflects the design of an IDS and the detection approaches. Keeping in view the resource constrained nature of the devices and the IoT setup shown in Figure 10.1, we use a hybrid, centralized and distributed, approach and place IDS modules both in the 6BR and in constrained nodes.

SVELTE has three main centralized modules that we place in the 6BR. The first module, called 6LoWPAN Mapper (6Mapper), gathers information about
the RPL network and reconstructs the network in the 6BR, as we describe in Section 10.3.1. The second module is the intrusion detection component that analyzes the mapped data and detects intrusion; Section 10.3.2 discusses this. The third module, a distributed mini-firewall, is designed to offload nodes by filtering unwanted traffic before it enters the resource constrained network; Section 10.3.3 details this. The centralized modules have two corresponding lightweight modules in each constrained node. The first module provides mapping information to the 6BR so it can perform intrusion detection. The second module works with the centralized firewall. Each constrained node also has a third module to handle end-to-end packet loss; this is discussed in Section 10.3.2.

### 10.3.1 6LoWPAN Mapper

A vital component of SVELTE is the 6LoWPAN Mapper (6Mapper) that reconstructs the RPL DODAG in the 6BR and complements it with each node’s neighbor and parent information. To reconstruct the DODAG, the 6Mapper sends mapping requests to nodes in the 6LoWPAN network at regular intervals. The request packet contains the information necessary to identify an RPL DODAG. It includes the RPL Instance ID (IID), the DODAG ID, and the DODAG Version Number [7]. It also includes a timestamp \((Ts)\) to know the recency of the mapping information received. The total size of a mapping request packet is 5 bytes.

Each node responds to the mapping request by perpending a Node ID to the request packet and by appending node rank, parent ID, and all neighbor IDs and ranks. An illustration of the mapping response packet format is shown in Figure 10.3. The basic response packet is 13 bytes long and requires an additional four bytes for each neighbor.

![Packet format of the Mapping Response](image.png)
6Mapper with Authentic and Reliable Communication  It is likely that IPsec Authentication Header (AH) [4] or IEEE 802.15.4 link-layer security are enabled in the IoT to protect the integrity of the IP headers. In this case there is no need to include the node ID in the response packet, as that would be the source address in the IP header. When the 6Mapper host, i.e., 6BR, has the same IPv6 address as the DODAG root it is also unnecessary to include the DODAGID that corresponds to the destination IP in the IP header. In the request packet the source and destination fields in the IP header have the opposite meaning, i.e., the IP source corresponds to the DODAGID and the destination corresponds to the node ID.

If mapping-packets are transferred reliably, for example, by using CoAP that employs acknowledgements, there is no need to send a timestamp with the mapping data as we can be sure that the packets arrive within the timeout specified for the underlying protocol. When the communication in the 6LoWPAN is authentic and reliable, the size of the 6Mapper request and response packets is reduced to 1 byte and 8 bytes, respectively.

Unidirectional RPL 6Mapper  Some RPL implementations only support traffic destined to the DODAG root, typically the 6BR. To provide network mapping for these 6LoWPAN networks it is possible to alter the 6Mapper and let it wait for the periodic mapping response packets from each node without sending the explicit request packet. This solution has the additional advantage that it reduces traffic in the network which reduces power consumption. However, slightly more logic has to be added in each node which increases the memory consumption.

Valid inconsistencies in 6Mapper  In our 6Mapper there is a possibility that mapping responses are inconsistent with each other, which can lead to false positives if not handled properly. This can happen if the information a node sends to the network mapper has become outdated or when an attacker deliberately changes the information. Below we show how valid routing graph inconsistencies occur. Consider a RPL DODAG where Node $P$ is the parent of node $C$, the function $R_a(Node)$ represents the actual rank of $Node$ and $R_m(Node)$ represents the rank known to the 6Mapper.
- Node $P$ sends its rank to the 6Mapper, $R_a(P) = 1024$ and $R_m(P) = 1024$
- Node $P$ recalculates its rank and advertises it, $R_a(P) = 512$ and $R_m(P) = 1024$
- Node $C$ receives the updated rank from $P$
- Node $C$ recalculates its rank. $R_a(C) = 768$
- Node $C$ sends its rank to the 6Mapper, $R_a(C) = 768$ and $R_m(C) = 768$

As can be seen the state of the network is:
$R_a(P) = 512$
$R_a(C) = 768$
$R_m(P) = 1024$
$R_m(C) = 768$

This state is perfectly valid as node $P$ has a better rank than node $C$, $R_a(P) < R_a(C)$. However, the 6Mapper assumes that the child, node $C$, has a better rank than its parent, which is inconsistent as $R_m(P) > R_m(C)$.

This is a problem which needs to be taken into consideration when designing methods for analyzing the mapped data. Leveraging the amount of sensors in a 6LoWPAN we improve the accuracy when faced with both natural and artificial inconsistencies; Section 10.3.2 discusses methods to overcome such inconsistencies.

**Mapping requirements** For our 6Mapper to be fully effective the packets used to map the network need to be indistinguishable from other packets. If an adversary can distinguish the traffic used by the 6Mapper from other traffic it is possible for an adversary to perform selective forwarding and only forward traffic necessary for the mapper, while dropping other traffic.

The first step to prevent this is to encrypt the data, to avoid that the packet content is revealed to an eavesdropping adversary. As mentioned earlier we assume that the message contents are protected with upper-layer security protocols such as IPsec or DTLS. Secondly, headers should not reveal any information that enables an eavesdropper to determine that the packet is used by the 6Mapper. Therefore it can be problematic if the source of the 6Mapper is the same for all nodes, as the IP header must be readable for all nodes. The adversary could use the IP header and the knowledge about the 6Mapper’s host address to identify network mapping traffic. A simple solution to prevent this is to assign as many IPv6 addresses to the 6Mapper as there are nodes in the network. This is possible for RPL as IPv6 has a potentially unlimited address space of $2^{128}$ addresses. Thus, when an adversary compromises a node it will only know the node’s mapping address and no other mapping addresses. Hence, it is not able to distinguish between ordinary traffic and mapping traffic for other nodes.

However, if the attacked node has more resources it may use more advanced traffic patterns and node behavior analysis techniques, and it might still be
possible for an adversary to distinguish between ordinary and mapper-related traffic.

10.3.2 Intrusion Detection in SVELTE

We design and implement three detection techniques which use the 6Mapper. The detection techniques primarily detect spoofed or altered information, sinkhole, and selective forwarding attacks. However, our approach is extensible and more attacks can be detected; we discuss some of the possible extensions in Section 10.7.

Network Graph Inconsistency Detection

In the IoT individual nodes may be compromised by an attacker and later used to launch multiple attacks. For example, in RPL-based 6LoWPAN networks the attacker can use compromised nodes to send wrong information about their rank or one of their neighbor’s rank to the 6Mapper. It is also possible to get an incorrect or inconsistent view of the network because of the lossy links in the IoT. It is therefore important to detect the inconsistencies, distinguish between valid and invalid consistencies, and correct the invalid information. The complete algorithm to detect and correct the routing graph inconsistencies is described in Algorithm 1.

In order to detect incorrect information and to make sure that information is consistent across the network, each edge in the network is checked. The 6Mapper provides node ID and rank of each node, of its parents, and of its neighbors. We iterate over each edge in the network, checking that both nodes agree with each other about their rank and detect the inconsistencies. It is possible that a false alarm is raised because the detected incorrect information is a result of valid mapping inconsistencies described in Section 10.3.1.

In order to distinguish between valid and invalid inconsistencies, or to avoid false positives, we rely on (i) the number of reported faulty ranks and (ii) the difference between the two reported ranks. We use a simple threshold, referred to as FaultThreshold in Algorithm 1 and classify a node as faulty if the number of disagreements this node has with other nodes are larger than the threshold. Most of the disagreements between two nodes are small and a result of varying link quality and ultimate RPL adjustments. To accommodate valid inconsistencies, we only consider disagreements where the difference of the two nodes ranks is greater than 20% of the ranks average; this value is based on our empirical evaluation of SVELTE.
Algorithm 1 Detect and Correct the RPL DODAG Inconsistencies

Require: $N$ - A list of nodes

for Node in $N$ do
    for Neighbor in Node.neighbors do
        $Diff = |\text{Node.neighborRank(Neighbor)} - \text{Neighbor.rank}|$
        $Avg = (\text{Node.neighborRank(Neighbor)} + \text{Neighbor.rank})/2$ \{If the absolute difference is greater than 20\% of the ranks average\}
        if $Diff > Avg \times 0.2$ then
            $\text{Node.fault} = \text{Node.fault} + 1$
            $\text{Neighbor.fault} = \text{Neighbor.fault} + 1$
        end if
    end for
end for

for Node in $N$ do
    if $\text{Node.fault} > \text{FaultThreshold}$ then
        $\text{Node.rank} = \text{Rank reported for Node by any neighbor}$
        for Neighbor in Node.neighbors do
            $\text{Node.neighborRank(Neighbor)} = \text{Neighbor.rank}$
        end for
    end if
end for

We correct the faulty information when both of the above conditions are met, i.e., once we have large inconsistencies towards a node. The faulty information corresponding to a node is corrected by changing the rank known to 6Mapper by substituting it with the information reported by one of its neighbors. The neighbor information is updated with the information reported directly by its neighbors.

Once it is detected that a routing inconsistency is a result of a deliberate attack, SVELTE either removes the faulty node or corrects the inconsistency. SVELTE keeps track of inconsistencies and if it is the first time a node is detected as malicious, it is not immediately removed as it may be a false alarm or result of a passive attack; in this case the faulty information is corrected as described above. However, if the same node is detected as faulty again it is removed by deleting its entry from the whitelist maintained in the 6Mapper.

Checking Node Availability

It is important to detect if a node or set of nodes are available and operating properly. When a particular node is compromised it may launch multiple attacks to disrupt the network. For example, it may launch a selective forwarding attack and intelligently drop messages. If an RPL network uses CoAP to send
Algorithm 2 Detect Filtered Nodes

Require: \( W \) - Set of whitelisted nodes
Require: \( M \) - Set of nodes known to the 6Mapper
\( F = [] \) \{\( F \) will contain the filtered nodes\}

for Node in \( W \) do
    if Node in \( M \) and \( M[\text{Node}].\text{lastUpdate()} > \text{RecencyThreshold} \) then
        \( F.add(\text{Node}) \)
    end if
end for

return \( F \)

application data the attacker could forward RPL traffic but drop CoAP traffic. This would result in a seemingly working network even though no useful traffic gets through.

Depending on the RPL implementation and the configuration, we can use the RPL routing table in the RPL DODAG root as a basis for available nodes in the network. As we require a whitelist of valid nodes in the network for access control we could also use that list as a basis for detection.

When we compare the whitelisted nodes with the nodes in our RPL DODAG all differences are offline nodes or unauthorized nodes. Let \( W \) be a set of all whitelisted nodes and let \( R \) be the nodes known to RPL in the RPL DODAG root, the offline nodes, \( O \) are thus:

\[
W \setminus R = O
\]

where \( O \) is the relative complement (\( \setminus \)) between two sets \( W \) and \( R \) meaning that \( O \) contains all elements of \( W \) that are not in \( R \).

It is however not possible to determine if nodes excluded from \( O \) are being filtered or are simply offline. That is, if an attacker performs a selective forwarding attack and filters everything but RPL messages it would with the previous method appear as if the nodes are still online, even though all application data is being filtered. By extending the above method with the information available through 6Mapper it is also possible to detect selective forwarding attacks. Let \( M \) represent nodes known to 6Mapper and \( F \) be the filtered nodes we get the following relationship:

\[
W \setminus M = F
\]

As the 6Mapper for each node keeps track of the last time it received a packet from a node we can detect filtered nodes by simply checking if we have not recently received any packets from them. In order to mitigate the effects
of packet loss or other similar events common in lossy networks we introduce a threshold on the time since our last packet. We define the threshold as a number of mapping-requests allowed to be unanswered. With this threshold it is possible to alter the sensitivity of the filtered node detection to be easily adaptable to specific deployments. Algorithm 2 describes this behavior and finds all filtered nodes $F$ in a network.

Routing Graph Validity

By artificially altering the routing graph, an attacker can reshape the topology of the network and can control the traffic flow to his advantage. For example, an attacker performs a sinkhole attack by advertising a very good rank to its neighbors. The problem becomes more severe if the sinkhole attack is coupled with other attacks. A sinkhole attack can, for example, enable the attacker to intercept and potentially alter more traffic than otherwise. If combined with a selective forwarding attack a much larger part of the network can be controlled. It is therefore important to detect such attacks.

With SVELTE, it is possible to detect most sinkhole attacks by analyzing the network topology. If the routing graph is inconsistent it is likely an attack is in place. In RPL, the rank in the network should be decreasing towards the root, i.e., in any child-parent relation the parent should always have a lower rank than the child. All cases where a child has a better rank than its parent is an indication of routing graph incoherency, as specified in [7].

When an incoherency is found the child in the relation is at fault, as a node should never have a lower rank than its parent. With such a simple approach false positives are likely to arise, i.e., we detect inconsistencies while in fact all nodes are working properly.

In order to minimize the effects of valid inconsistencies, that can raise false positives, we require several consecutive inconsistencies to be reported for the same nodes. That is we require more than one sample of the network to have the same incoherency to raise an alarm. This is described in the Algorithm 3 as $FaultThreshold$ which is a global state kept between consecutive runs of the detection algorithm. In RPL the rank between any host and its parent is at least $MinHopRankIncrease$ [7]. We utilize this in our algorithm to better conform to the RPL standard.

A sinkhole attack would in most cases be detected by this algorithm. As the attacker advertises a beneficial rank it will most likely have to advertise a better rank than its parent and as such would be detected by the detection scheme described above. If a sinkhole attack is to remain undetected the advertised
Algorithm 3 Finding Rank Inconsistencies

Require: $N$ - A list of nodes
for $Node$ in $N$ do
  if $Node.rank + MinHopRankIncrease < Node.parent.rank$ then
    $Node.fault = Node.fault + 1$
  end if
end for
for $Node$ in $N$ do
  if $Node.fault > FaultThreshold$ then
    Raise alarm
  end if
end for

Algorithm 4 Adapt to End-to-end Losses

Require: $dest$ - The destination with packet loss
$nexthop = getNexthop(dest)$
$nexthop.metric = nexthop.metric \times 0.8$

rank of a malicious node must not be better than that of its parent. This would in turn result in the adversary’s rank only being slightly improved over a non-adversarial node and thus yield little benefit.

In RPL, the rank as well as the parent selection is calculated via an objective function, which might use factors such as link quality in its calculation; for example when the Expected Transmission Count (ETX) [13] is used to calculate rank. The ETX is an approximation of the link quality and as such a bad link might affect the choice of parent more than a slight difference in rank. This would further lower the impact of a sinkhole attack that is undetectable by Algorithm 3.

End-to-end Packet Loss Adaptation

We design an intentionally simple system to take end to end losses into account when calculating the route and to mitigate the effects of filtering hosts. If a reliable higher layer protocol such as TCP or CoAP (with confirmable messaging) is used, packet loss can be detected using the protocol’s acknowledgement mechanism. The reasoning behind a host-to-host packet loss indication is that if an attacker is filtering packets some hops down the path we want to be able to adapt to it. In the RPL-based network, if a packet is filtered somewhere on the path a new parent should eventually be tried.

The approach is not able to adapt to every form of filtering, for example,
when the attacker is located such that all packets have to go through it. If however a collection-scheme with acknowledgements is also running in the network all data losses should be corrected for. Since all nodes will try to send data to the sink all nodes with a path through the attacker will also notice the losses and correct for them, given that the attacker filters all application data. If a packet is not able to reach its destination, we slightly alter the route metric of the route, that is the next-hop neighbor for that packet, (20% in Algorithm 4) to reflect that there might be an attacker along the path. Algorithm 4 describes end-to-end packet loss adaptation.

Sybil and CloneID Attacks Protection

In a Sybil attack an attacker copies several logical identities on one physical node whereas in a cloned identity (CloneID) attack the attacker copies the same logical identity on several physical nodes. Both attacks are aimed to gain access to a large part of the network or in order to overcome a voting scheme. The 6Mapper only considers the latest information received from each host in the network where a host is identified by an IP address. A sybil attack has no direct effect on the 6Mapper as it makes no difference if the identities are on the same physical node as if they are separate physical entities, each host is treated individually in both cases. While cloned identities can interrupt the routing in a network it does not affect the 6Mapper directly as the 6Mapper only considers the latest information received from one of the identity. As a result if two cloned nodes send information to the 6Mapper there is no difference compared to if one node sends the information twice, thus not directly affecting
the operations of the 6Mapper. Sybil attacks and cloned identities are both often used to disrupt different voting schemes by giving an attacker more votes. Voting schemes based upon 6Mapper collected data will be unhindered by both sybil attacks and cloned identities.

10.3.3 Distributed Mini-firewall

Though SVELTE can protect 6LoWPAN networks against in-network intrusion, it is also important that the resource constrained nodes are protected against global attackers that are much more powerful. For example, it is easier for hosts on the Internet than constrained nodes in 6LoWPAN networks to perform denial of service attacks. Firewalls are usually used to filter external hosts and/or messages destined to local networks. As the end-to-end message confidentiality and integrity is necessary in the IoT, the SVELTE module in the 6BR or a firewall cannot inspect the contents of the encrypted messages; therefore, it is hard to distinguish between the legitimate and malicious external traffic.

We propose a distributed mini-firewall that protects a 6LoWPAN network from external hosts. The firewall has a module in the 6BR and in the constrained nodes, and is integrated with SVELTE. Our firewall, besides providing typical blocking functionally against well-known external attackers specified manually by the network administrator, can block the external malicious hosts specified in real-time by the nodes inside a 6LoWPAN network.

---

**Algorithm 5 Mini-firewall**

Require: Host - The host to report
Require: Source - The node that sent the report
Require: GlobalFilter - A set of external hosts to filter towards all nodes
Require: LocalFilter - A map mapping an external host to a set of local nodes. The set describes all nodes that have reported that specific external host.

if Host in GlobalFilter then
  return Host already filtered
end if

if Host in LocalFilter then
  Filter = LocalFilter.get(Host)
  {Add Source to the list of nodes blaming Host}
  Filter.add(Source)
  if Filter.size() ≥ ReportThreshold then
    GlobalFilter.add(Host)
    LocalFilter.remove(Host)
  end if
end if
The destination host inside a 6LoWPAN node can see the encrypted contents and hence analyze the malicious traffic and notify the 6BR in real-time to filter traffic coming from the compromised host, therefore stopping the traffic before it reaches the constrained nodes. When a constrained node notices an external host being abusive it sends a packet with the host IP to the firewall module in the 6BR. As is the case with the 6Mapper, if IPsec with Authentication Header is used the nodes own ID can be omitted. Otherwise, the nodes own ID need to be included. If the node ID is included it can be compressed down to 2 bytes using 6LoWPAN header compression mechanisms. The external host however can neither be compressed nor omitted as it can be any valid IPv6 address. Therefore the minimal size of the filtering-request packet is 16 bytes. With the node ID the size of the packet is 18 bytes.

In order to make sure that no internal compromised node can abuse this mechanism by requesting filtering of traffic from a legitimate external host, both the source and the destination is taken into account when filtering. The node inside a 6LoWPAN network can only choose to filter the traffic destined to itself. Such a firewall is still easy to circumvent as the attacker can simply target another node in the network and start the attack again; therefore, we extend the firewall to adapt and block any external host if a minimum set of nodes complain about the same external host. Our mini-firewall is described in Algorithm 5.

To be more preventive against global attackers, our mini-firewall can be extended with AEGIS [14], a rule-based firewall for wireless sensor networks.

10.4 Implementation

We implement SVELTE and the mini-firewall in the Contiki OS [9], a well known operating system for the IoT. Contiki has a well tested implementation of RPL (ContikiRPL). As SVELTE is primarily designed to detect routing attacks we make use of the RPL implementation in the Contiki operating system to develop the 6Mapper, the firewall, and the intrusion detection modules. The RPL implementation in Contiki utilizes in-network routing where each node keeps track of all its descendants. We borrow this feature to detect which nodes should be available in the network. To provide IP communication in 6LoWPAN we use µIP, an IP stack in Contiki, and SICSLoWPAN- the Contiki implementation of 6LoWPAN header compression. We also implement the sinkhole and selective forwarding attacks against RPL to evaluate SVELTE.
SVELTE is open source and is available to researchers and industry.

10.5 Evaluation

In this section we present the empirical evaluation of SVELTE. After describing our experimental setup, we quantitatively evaluate the detection rate and the true positives for each experiment. We also measure the overhead of SVELTE both at the node-level and network-wide. We evaluate the overhead in terms of energy consumption and the memory footprint.

10.5.1 Experimental Setup

We run our experiments in Contiki’s network simulator Cooja [15] that has shown to produce realistic results [16]. Cooja runs deployable Contiki code. In our simulations, we use emulated Tmote Sky [17] nodes.

In general, we expect that the 6BR is not a constrained node and it can be a PC or a laptop; however, currently there exists no PC equivalent 802.15.4 devices, therefore we run the 6Mapper natively, i.e., on Linux, and communicate with Cooja using a serial socket. For RPL with 6Mapper we run each test 10 times, and calculate the average and standard deviation to show the accuracy and precision of our results. On the other hand, the experiments with RPL only (without the 6Mapper) have no processing intensive components and hence require no native parts. Therefore, the experiments with RPL-only yield the same results for all experiments as we use the same seed.

10.5.2 SVELTE Detection and True Positive Rate

Here we quantitatively evaluate the detection rate, i.e., the number of malicious nodes successfully detected against the total number of malicious nodes present in the system, and the true positives rate, i.e., the total number of successful alarms divided by the total number of alarms. We use three different configurations shown in Figure 10.4a, 10.4b and 10.4c. In each configuration node no 1 (green) is the 6BR. Using these settings, we run experiments for 5, 10, 20, and 30 minutes. In all experiments, the 6Mapper is configured to request data and to perform analysis every two minutes. Therefore, the first 6Mapper request will be sent after two minutes. The first analysis is also performed.

\[^{2}\text{For the source code visit: http://www.shahidraza.info}\]
after 2 minutes but will however not yield any results as no data is yet gathered. Therefore the earliest possible detection time is after four minutes. It is important to note that these are the settings in our experiments and not the requirements for SVELTE. The malicious nodes can spoof or alter information, and/or can perform sinkhole or selective forwarding attacks. In the following experiments SVELTE first performs network graph inconsistency detection as described in Section 10.3.2 before detecting sinkhole or selective forwarding attacks. Each experiment is run in a lossy and in a lossless network. Lossless links provide the perfect scenario for 6Mapper, as all requests and responses return without delay and loss, and we get a true picture of the network. This is further improved by the fact that nodes more quickly can propagate their ranks down in the network graph. The real 6LoWPAN networks are mostly lossy, therefore we consider both cases in our evaluation. The loss model is Cooja’s default radio model that uses a Unit Disk Graph Medium (UDGM): Distance Loss [15]. UDGM models the transmission range as a circle in which only the nodes inside the circle receive packets. The UDGM Distance Loss model, an extension of UDGM, also considers interference.

![Figure 10.5: For the smaller lossy network, SVELTE has 90% true positive rate against sinkhole attacks which decreases for larger networks but gets better when RPL becomes stable.](image)

Figure 10.5: For the smaller lossy network, SVELTE has 90% true positive rate against sinkhole attacks which decreases for larger networks but gets better when RPL becomes stable.
**Sinkhole Attacks with and without losses** The results for the sinkhole attack in a lossless network scenario show almost 100% true positive rate on the first possible attempt to analyze the network and no false positives are detected during the simulations. A lossless network configuration means that all requested data is gathered quickly and without losses, which implies that the map of the network is a perfect representation of the actual network. Because of this it is very easy to detect all sinkhole attacks without any false positives. In the lossy network configuration, Figure 10.4a the true alarm rate is approximately 90%, as shown in Figure 10.5. However, with the increase in network size the true alarm rate decreases; this is because for the larger network configurations it takes some time before the RPL network and our map of the network become stable and complete enough to arrive at a higher true positive rate. For example, in the scenario with 16 nodes it takes 30 minutes to arrive at the same true positive rate as is done with 8 nodes after 10 minutes. The reason Figure 10.5 shows a non-existent detection rate for the case of 5 minutes is because we only raise an alarm if the same node has been misbehaving for more than two consecutive executions of our algorithm. Hence, the current configuration implies that a sinkhole attack can be detected after 6 minutes. Our approach does not require collection of two consecutive messages or executions to work. Collecting multiple messages is advantageous to make sure that it was actually an attack and not a sudden link fluctuations, for example due to interference. If the attack persists for two consecutive executions of our algorithms then we raise an alarm; this is done primarily to reduce false positives.

From these results it is evident that SVELTE is very effective against sinkhole attacks in a network with no or few losses, and in lossy networks it is more effective when the RPL network has become stable.

**Selective Forwarding Attack with and without losses** In a selective forwarding attack a malicious node filters traffic going through it. Hence, the 6Mapper will not be able to get any data from any children of the malicious nodes in the network. This in turn has the effect that the results of the 6Mapper depend on the actual network topology, i.e., in the lossless case, unlike with sinkhole attacks, the results are not always 100%. We can see the effects of this phenomenon in Figure 10.6a. In a lossy network, as shown in Figure 10.6b there is a gradual increase in the true positive rate going towards a bit over 80% in all cases. As the network is lossy messages are naturally lost, and if that happens several consecutive times when mapping we are going to get more false positives. If we raise the various thresholds in our detection algorithms it is possible to lower the number of false alarms, possibly at the cost
of a decreased detection rate. In order to reduce number of false positives we may use location information of the nodes as discussed in Section 10.7.

We also measure the detection rate during all of the above experiments. We achieve 100% detection rate meaning that we can detect all malicious nodes that launch sinkhole and/or selective forwarding attacks. It should be noted that the 100% detection rate is for the current set of experiments with the current setting; we do not claim that SVELTE should achieve 100% detection rate in all settings. As can be seen in Figure 10.5 and 10.6 the true positive rate is not 100%, i.e., we have some false alarms during the detection of malicious nodes. This is mostly caused by our configuration. It might be possible to alter the behavior of our detection algorithm, for example, by changing the threshold used in Algorithm 2 and thus possibly get a different result with regards to detection rate and/or false alarm rate.

10.5.3 Energy Overhead

The nodes in the IoT are usually battery powered and hence energy is a scarce resource. Here we measure SVELTE’s power consumption both at node-level and at system-level. We use Contiki Powertrace [18] to measure the power consumption. The output from the Powertrace application is the total time the different parts of the system were on.

We calculate the energy usage and power consumption using the nominal values, the typical operating conditions of the Tmote sky, shown in Table 10.1. We use 3V in our calculations. In the rest of this paper MCU idle while the radio is off is referred to as low power mode, or LPM. The time the MCU is on and the radio is off is referred to as CPU time. The time the radio is receiving and transmitting with the MCU on is referred to as listen and transmit respectively. We measure energy in both duty cycled 6LoWPAN

<table>
<thead>
<tr>
<th>Typical Conditions</th>
<th>MIN</th>
<th>NOM</th>
<th>MAX</th>
<th>UNIT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage</td>
<td>2.1</td>
<td>3.6</td>
<td>V</td>
<td></td>
</tr>
<tr>
<td>Free air Temperature</td>
<td>-40</td>
<td>85</td>
<td>C</td>
<td></td>
</tr>
<tr>
<td>MCU on, Radio RX</td>
<td>21.8</td>
<td>23</td>
<td>mA</td>
<td></td>
</tr>
<tr>
<td>MCU on, Radio TX</td>
<td>19.5</td>
<td>21</td>
<td>mA</td>
<td></td>
</tr>
<tr>
<td>MCU on, Radio off</td>
<td>1800</td>
<td>2400</td>
<td>µA</td>
<td></td>
</tr>
<tr>
<td>MCU idle, Radio off</td>
<td>54.5</td>
<td>1200</td>
<td>µA</td>
<td></td>
</tr>
<tr>
<td>MCU standby</td>
<td>5.1</td>
<td>21.0</td>
<td>µA</td>
<td></td>
</tr>
</tbody>
</table>

Table 10.1: Operating Conditions in Tmote sky
networks, where the radio is mostly off, and in non duty cycled networks where the radio is always on for listening and transmitting.

**Network-wide with Duty Cycling**

Here we evaluate network-wide energy consumption of an RPL network with and without the 6Mapper and intrusion detection mechanisms in a duty cycled network. We use ContikiMAC [19], a duty cycling MAC protocol in Contiki. We use the default ContikiMAC setting that has 8 wakeups per second and without traffic the radio is on for 0.6% of the time. We run each experiment in a network of 8, 16, 32 and 64 emulated Tmote sky nodes, with nodes placed at the same locations.

Figure [10.7a] shows the network-wide energy usage for 30 minutes by all the nodes, calculated as follows:

\[
\text{Energy (mJ)} = (\text{transmit} \times 19.5\,\text{mA} + \text{listen} \times 21.8\,\text{mA} + \text{CPU} \times 1.8\,\text{mA} + \text{LPM} \times 0.0545\,\text{mA}) \times 5V/4096 \times 8
\]

From the network wide energy usage, we calculate the average power as,

\[
\text{Power (mW)} = \frac{\text{Energy (mJ)}}{\text{Time (s)}}
\]

which when divided by the total number of nodes gives us the per node average power consumption during the experiment. Figure [10.7b] shows the power consumption per node. As can be seen in Figure [10.7a and 10.7b] the overhead of the 6Mapper is negligible for small networks (up to 16 nodes) and increases with the number of nodes. The total overhead of SVELTE is approximately 30% more than running RPL only for networks with 64 nodes. Recall that with duty cycling the radio is off for approximately 99% of the time.

**Network-wide without Duty Cycling**

We use the same network settings as in Section [10.5.3] and run the experiments in a non duty cycled network where the radio is always turned on to receive and transmit packets. When we compare the results of RPL with the 6Mapper plus intrusion detection algorithms we see that the overhead is negligible. This is because the radio is always on and most of the nodes’ energy is consumed on idle listening.

**In-node Energy Overhead**

Here we measure the energy consumption of handling a single event of the 6Mapper and the firewall inside a constrained node. Table [10.2] lists the energy
Table 10.2: Energy consumption for handling a single event inside a constrained node.

<table>
<thead>
<tr>
<th>Event</th>
<th>Energy (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6Mapper Response Handling</td>
<td>0.1465</td>
</tr>
<tr>
<td>Firewall handling</td>
<td>0.0478</td>
</tr>
<tr>
<td>Packet lost correction</td>
<td>0.0483</td>
</tr>
</tbody>
</table>

Table 10.3: Out of total 48k of ROM size in a constrained device (Tmote sky), SVELTE requires 1.76k. However, in the 6BR (typically a PC) the size grows when the number of nodes increases.

Table 10.3: Out of total 48k of ROM size in a constrained device (Tmote sky), SVELTE requires 1.76k. However, in the 6BR (typically a PC) the size grows when the number of nodes increases.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>Total ROM (byte)</th>
<th>Overhead (byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6Mapper client</td>
<td>44 264</td>
<td>1 414</td>
</tr>
<tr>
<td>Firewall client</td>
<td>43 556</td>
<td>0 246</td>
</tr>
<tr>
<td>Packet loss improvement</td>
<td>43 264</td>
<td>0 122</td>
</tr>
<tr>
<td>6Mapper server (1 node, 1 neighbor)</td>
<td>46 798</td>
<td>3 580</td>
</tr>
<tr>
<td>6Mapper server (8 node, 1 neighbor)</td>
<td>46 798</td>
<td>3 846</td>
</tr>
<tr>
<td>6Mapper server (16 nodes, 1 neighbor)</td>
<td>46 800</td>
<td>4 152</td>
</tr>
<tr>
<td>6Mapper server (16 nodes, 8 neighbors)</td>
<td>46 924</td>
<td>4 724</td>
</tr>
</tbody>
</table>

10.5.4 Memory Consumption

In Table 10.3 we show the extra ROM requirements of SVELTE’s different modules. The baseline for each configuration is different as some depend on different parts of the Contiki system. For example, the 6Mapper that resides in the 6BR (typically a PC) requires more ROM than other nodes. However, the total additional ROM required to host SVELTE’s modules inside a constrained node is 1.76k which is well below the total available ROM in constrained devices such as 48k in Tmote sky. In Table 10.3 it is important to note the overhead column which shows the pure overhead of SVELTE modules in Contiki. Even though 6Mapper is not targeted towards running on constrained nodes it
is still lightweight enough and can be used for small networks.

We also measure the RAM size of 6Mapper response handling, firewall, and packet loss correction which we show in Table 10.4. The total RAM size in the Tmoke sky is 10kb, hence SVELTE modules with 0.365k additional RAM requirement can easily run in constrained nodes.

### 10.6 Related Work

The IoT is a rather old concept and for many years RFID-based sensors were considered as *things* in the IoT. With the inception of 6LoWPAN, lightweight IP is being standardized and used in the IoT for the unique identification and global connectivity of the *things*. Even when confidentiality and integrity are enforced by message security solutions such as IPsec [4] it is possible to disrupt the IoT. A number of attacks against the IoT have been identified [8] in addition to those against WSN [12] that are also applicable to the IoT. Therefore, it is important to have systems that detect such attacks.

The concept of intrusion detection is quite old and extensive research is carried out in this field mostly against the Internet attacks and attacks against WSN. However, no IDS are specifically designed in the context of IoT. Most of the IDS approaches for WSN are based on a distributed architecture and are built on the limitation that there is no centralized management and control point. A common IDS approach for WSNs is to utilize several special nodes distributed evenly throughout the network. These special nodes can either be physically different [20] or dynamically distributed throughout the network [21, 22]. In real deployments, however, it cannot be guaranteed that particular nodes are always present in specific locations in the network; also, the cost of employing mobile agents that move through the network might be too high. Clustering based approaches have similar issues as each cluster often requires a powerful entity for coordination [23]. The IoT has a novel architecture where the 6BR is always assumed to be accessible and is a potential place

<table>
<thead>
<tr>
<th>Event</th>
<th>RAM (byte)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6Mapper Response Handling</td>
<td>162</td>
</tr>
<tr>
<td>Firewall handling</td>
<td>24</td>
</tr>
<tr>
<td>Packet lost correction</td>
<td>188</td>
</tr>
</tbody>
</table>

Table 10.4: Additional RAM usage by SVELTE for handling a single event inside a constrained node.
for centralized management and control. SVELTE make use of this novel IoT architecture and presents a new placement for IDS. Using a mix of centralized and distributed architecture SVELTE takes advantage of both realms.

Many IDS approaches are based upon watchdog techniques [21, 24] which could be used in the IoT. In addition to being distributed and fully deployed on sensor nodes, a general problem with watchdog based approaches is that they require promiscuous listening, which consumes a lot of power and therefore is not suitable for constrained devices. Advanced anomaly detection approaches are proposed [25, 26], not primarily for WSNs, which on one hand can detect many intrusions efficiently but on the other hand requires intelligent learning, which is both expensive and difficult in low powered 6LoWPAN networks.

Most current IDS approaches require different routing schemes that are not based on standardized mechanisms. As far as we are aware, no approach is built around 6LoWPAN and RPL in the context of the IoT. Our approach considers RPL to decrease the cost of performing intrusion detection. Likewise, we have taken into account the fact that there is a central entity, the 6BR, that connects the sensor network with the conventional Internet, which is a standard based networking solution [1, 2, 7].

We do not claim that no other IDS approach can be used in the RPL-connected IoT. Rather we argue that these approaches are built on different assumptions that do not fully hold in the IoT architecture. Also, the IoT gives rise to new challenges that do not exist in typical WSNs. However, there is a potential to incorporate already available approaches in the SVELTE architecture. We discuss below the possibilities to integrate available lightweight IDS approaches in SVELTE.

10.7 SVELTE Extensions

One of the main advantages of our approach to intrusion detection is that the proposed and developed system is very easy to extend. There are a number of potential attacks against the Internet of Things and it is likely that more attacks will be discovered. As such extendability is very important for an IDS. The 6Mapper is easy to extend both conceptually and in practice. If a new detection scheme requires more data to be added to the network graph the response packets can easily be extended. Also, using the already available data that we collect through the 6Mapper it is possible to apply anomaly detection techniques, for example via the use of Support Vector Machines [27], feature vectors [28], or automata based approach [29].
Wormhole Detection One of the important to detect attacks in wireless networks is wormhole [30]. If the 6Mapper is extended with the signal strength of each node’s neighbor it is also possible to detect wormhole attacks [31].

Pinpointing filtering node If a node is filtering traffic it is beneficial to be able to pinpoint more accurately which node is performing the filtering. The most straightforward approach is to perform a traceroute [32] towards one of the missing nodes.

Location Information RPL is primarily designed for static networks, though it can be extended to support mobility [33]; it is possible to add node’s location in the 6Mapper at the deployment time. The location of a node can also be estimated in real-time using localization techniques [34]. These location information help SVELTE to build a physical map of the network that will ultimately enhance its intrusion detection capabilities. For instance, with this physical map rank modification and hence the sink-hole attack can be detected with even lesser false positives alarms. The location information of nodes will also help SVELTE to mitigate the sybil and CloneID attacks aimed to disrupt the routing information [35].

10.8 Conclusions

6LoWPAN networks will be an integral part of the IoT. Considering the potential applications of the IoT it is important that 6LoWPAN networks are protected against internal and external intrusions. To this end we present SVELTE, the first IDS for the IoT which consists of a novel architecture and intrusion detection algorithms. We implement and evaluate SVELTE and show that it is indeed feasible to use it in the context of RPL, 6LoWPAN, and the IoT. To guard against global attacks we also design and implement a mini-firewall.

The detection algorithms in SVELTE currently target spoofed or altered information, sinkhole and selective forwarding attacks. However, it is flexible and can be extended to detect more attacks. Therefore, we plan to complement SVELTE with novel and/or available intrusion detection techniques that are feasible to use in the context of the IoT.
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Figure 10.6: SVELTE has acceptable true positive rate in both lossy and lossless network considering that we have almost 100% detection rate for selective forwarding attacks.
Figure 10.7: Network-wide energy usage in a *duty cycled* RPL-based network of different sizes shows that for network with less nodes SVELTE overhead is very small; however, per node overhead grows with the increase in number of nodes as more and more nodes act as routers.
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Abstract

The future Internet of Things (IoT) may be based on the existing and established Internet Protocol (IP). Many IoT application scenarios will handle sensitive data. However, as security requirements for storage and communication are addressed separately, work such as key management or cryptographic processing is duplicated. In this paper, we present a framework that allows us to combine secure storage and secure communication in the IP-based IoT. We show how data can be stored securely such that it can be delivered securely upon request without further cryptographic processing. Our prototype implementation shows that combined secure storage and communication can reduce the security-related processing on nodes by up to 71% and energy consumption by up to 32.1%.
11.1 Introduction

The Internet of Things (IoT) is becoming a reality and vast numbers of smart objects are interconnected via the Internet Protocol (IP). A number of applications in this context handle sensitive information. For example, smart objects may be used for patient monitoring in hospitals, implementations of security systems in airports or to monitor crucial business processes in factories. Thus, security mechanisms are required to ensure confidentiality, integrity and authenticity of the collected information.

Due to resource limitations of smart objects it is not feasible to use the existing IP protocol throughout the entire IoT. IP header compression, as defined in the 6LoWPAN [1] framework, is used in wireless IEEE 802.15.4 networks which smart objects generally use for interconnectivity. 6LoWPAN header compression and decompression is carried out by gateway nodes when relaying packets between IEEE 802.15.4 networks and the existing IP network infrastructure.

As the IoT relies on the established and tested IP protocol it is reasonable to also use security mechanisms defined in this context. The IPsec [2] framework defines security mechanisms for IP networks and it is supported by nearly all hosts currently in use. A definition of IPsec 6LoWPAN extensions [3] exists which allows smart objects to participate in IPsec secured communication. Thus, secure communication in the IoT using standardised mechanisms is feasible.

Smart objects now provide vast amounts of storage space due to the recent advances in flash memory technology. IoT applications rely on this storage space in order to improve system performance [4]. It is therefore becoming more important to not only secure communication but to also protect sensitive data while it is stored on smart objects. Various secure storage solutions exist that can be used to protect data on nodes. For example, [5] is an extension of the Contiki [6] CFS [7] filesystem that provides security services.

The previously outlined secure communication and storage solutions have been developed individually. It is not taken into account that tasks such as key exchange or cryptographic processing are executed for both system components. Thus, in many situations cryptographic work performed by smart objects is unnecessarily carried out twice or more. Given that smart objects are very resource limited devices it is desirable to prevent such process duplication. Freed resources may be used to reduce hardware complexity, improve energy consumption or to add additional application features.

We address the previously outlined shortcoming of existing solutions and
provide a design of a combined secure storage and communication framework that allows us to reduce security related processing on smart objects (see Fig 11.1). In particular we consider the IP, 6LoWPAN and IPsec standards as the base for our work. We believe that a standard compliant solution is more desirable than a proprietary system. Furthermore, it is safer to build on tested and trusted security mechanisms rather than designing an entirely novel mechanisms. Data is stored securely on the flash file system such that it can be directly used for secure transmission. This is not a trivial task as packet header content of future transmissions must be considered when securing data for storage. We show in this paper that an IP based combined secure storage and communication solution is possible and that this can save up to 71% of a node’s security related processing effort. A cost in regards to additional storage space is incurred as a result of the secure storage; however, given that smart objects can now provide ample amounts of storage space we do not see this as limiting factor. The specific contributions of this paper are:

- The definition of a framework for combined secure storage and communication for IP/6LoWPAN networks.
- An implementation of the framework for the Contiki operating system.
- A detailed evaluation of the performance gains of the framework.
The next section of the paper discusses related work in the area of secure communication and storage for smart objects. Section 11.3 describes the proposed combined secure storage and communication framework and its implementation for the Contiki OS, which is then evaluated in detail in Section 11.4. Section 11.5 discusses our findings and concludes the paper.

11.2 Related Work

Security in the IoT is a research topic that has attracted a lot of interest. Work has been carried out to improve efficiency of cryptographic algorithms [8], to provide specialised hardware support [9], to organize key distribution [10], to define secure communication protocols [3] and to organise secure data storage [11]. Solutions for secure communication and secure storage of data in the IP based IoT exist, but these functions are generally designed and operated independent of each other. To the best of our knowledge, this is the first work which aims to combine both aspects. Thus, the following shall discuss these IoT security aspects separately.

Secure Communication for the IoT: Communication in the IoT can be secured on different layers. The IoT uses the IEEE 802.15.4 [12] link-layer. IEEE 802.15.4 link-layer security is the current state-of-the-art security solution for the IP-connected IoT; it defines data encryption and integrity verification.

IEEE 802.15.4 security does not provide end-to-end security when connecting a IEEE 802.15.4 network via a gateway router to the existing Internet. Thus, additional solutions exist which protect data traveling from Internet hosts to the border router. For example, ArchRock PhyNET [13] applies IPsec in tunnel mode between the gateway router and Internet hosts.

To achieve true end-to-end security between Internet hosts and smart objects an IPSec extension for 6LoWPAN has been proposed [3]. Unmodified Internet hosts can communicate directly with smart objects. The border router applies 6LoWPAN header compression in order to enable efficient transport of IPsec packets in IEEE 802.15.4 networks. We use this mechanism for our framework.

End-to-end security can be provided by using Transport Layer Security (TLS) or its predecessor Secure Sockets Layer (SSL). SSL has been proposed as security mechanism for the IoT by Hong et al. [14]. Foulagar et al. propose a TLS implementation for smart objects [15].
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There are a number of secure storage solutions available [5], [11], [16] and [17]. codio is a security extension for the Coffee [7] filesystem in the Contiki [6] OS. ptimises performance of security operations by enabling caching of data for bulk encryption and decryption. We use s a base for the work presented in this paper.

11.3 The Secure Storage and Communication Framework

Our proposed secure storage and communication framework is based on the established IPv6/6LoWPAN protocols. IPv6/6LoWPAN defines IPsec/ESP (Encapsulating Security Payload) that provides encryption and authentication of transmitted data packets. We use the same cryptographic methods and data formats defined by ESP for data processing before storage. This requires us to store not only data but also all header information that is involved in the cryptographic processing. Encrypted data must be stored in ESP compatible form such that requested data can be transmitted over the network without further cryptographic processing. This requires us to anticipate content of communication protocol header fields such as IP destination addresses, sequence numbers and checksums at storage time. As IPsec is the base for communication and storage, the existing key exchange mechanisms defined for IPsec can be reused for the storage element of the framework.

The next subsection describes IPsec/ESP usage in 6LoWPAN networks. This represents the communication element of our framework. Thereafter follows a description of the storage element of the framework. We then briefly discuss application layer protocols that may be used with the framework and describe our Contiki based implementation. Finally we discuss expected performance gains and cost in terms of storage overhead and provide a security analysis.

11.3.1 Communication Component

IPv6 uses IPsec [2] to secure IP communication between two end points. IPsec is a collection of protocols that include Authentication Header (AH), which provides authentication services, and Encapsulating Security Payload (ESP), which provides both authentication and privacy services. A suite of encryption and authentication algorithms are also defined. A node keeps track of security associations (SA) that specify how IP flows are treated in terms of security.
In an ESP [18] packet data (for example, a UDP packet), padding, pad length and next header information are encrypted. All header information may be authenticated using the optional Integrity Check Value (ICV). In an 802.15.4 network an ESP header will not be transmitted directly. Its compressed form as defined by 6LoWPAN is used instead to reduce header overheads.

6LoWPAN defines header compression mechanisms. LOWPAN_IPHC is used for IP header compression and LOWPAN_NHC for the next header compression. The NH field in LOWPAN_IPHC when set to 1 indicates that the next header following the compressed IPv6 header is encoded with LOWPAN_NHC. LOWPAN_NHC has a length of 1 or more octets, where the first variable length bits identify the next header type and the remaining bits are used to encode header information. Currently, 6LoWPAN defines LOWPAN_NHC for the IP extension header (LOWPAN_NHC_EH) and the UDP header (LOWPAN_NHC_UDP). A definition for ESP encoding (LOWPAN_NHC_ESP) is provided in [3] and its fields are defined as:

- The first four bits in the LOWPAN_NHC_ESP represent the NHC ID defined for ESP. These are set to 1110.
- If $SPI = 00$: the default SPI for the 802.15.4 network is used and the SPI field is omitted. We set the default SPI value to 1. This does not mean that all nodes use the same security association (SA), but that every node has a single preferred SA, identified by SPI 1. If $SPI = 01$: First 8 bits of the SPI are carried inline; the remaining 24 bits are elided. If $SPI = 10$: First 16 bits of the SPI are carried inline; the remaining 16 bits are elided. If $SPI = 11$: All 32 bits of the SPI are carried inline.
- If $SN = 0$: The first 16 bits of sequence number are used. The remaining 16 bits are assumed to be zero. If $SN = 1$: All 32 bits of the sequence number are carried inline.
- If $NH = 0$: The next header field in ESP will be used to specify the next header and it is carried inline. If $NH = 1$: The next header will be encoded using LOWPAN_NHC. In case of ESP this would require the end systems to perform 6LoWPAN compression/decompression and encryption/decryption jointly.
Figure 11.2: A compressed and ESP secured IPv6/UDP packet.

Figure 11.2 shows a UDP/IP packet secured with compressed ESP. An initialisation vector (IV) may be carried in the ESP packet if the selected encryption algorithm requires transmission of this information with every packet. The shaded portion represents encrypted data. Authentication can be provided using the ICV.

11.3.2 Storage Component

Data is stored securely such that it can be transmitted as ESP compliant packets on request without additional cryptographic processing. This requires storage of all cryptographically processed elements of the ESP packet within the file system. ESP header elements that are not cryptographically processed and can be constructed with little effort when data is requested and therefore do not have to be stored.

Data is stored as blocks representing the shaded part (and the ICV if authentication is required) shown in Figure 11.2. If data stored within a block is requested the block is read from the file system and the full packet, as shown in Figure 11.2, is assembled and transmitted. The receiver may only be interested
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in part of the received data and some undesirable transmission overhead may occur. However, typical applications will require bulk data transfer (large parts of a file) in which case such overheads do not occur. For example, for further data analysis an application may request recorded sensor samples within a particular time frame or, for performance debugging purposes, recorded link quality metrics over a longer time period may be requested.

Some stored information is dependant on the communication relationship. At the time of storage, assumptions regarding the forthcoming communication relationship must be made in order to enable cryptographic processing. Elements to be considered are:

- **UDP Header:** A UDP header is stored within the encrypted ESP payload. Assumptions regarding destination and source UDP port must be made at time of storage. The destination IP address of packets is used within the IPv6 UDP checksum calculation. Thus, IP source and destination address assumptions must be made as well.

- **Initialisation Vector IV:** The IV (if required) is used for ESP encryption. Most protocols allow a counter mode where the IV for each packet is constructed by adding a transmission sequence number to an initial IV.

- **Sequence Number:** The ESP header includes a sequence number. This sequence number is not encrypted but it is included in the ICV calculation. If ESP authentication is used a sequence number must be selected at time of storage in order to generate a ICV for storage alongside the data.

**UDP Header Construction:** A UDP header has to be prepared at time of data storage. The header consists of 4 fields of 2-byte length: Source Port, Destination Port, Length and Checksum.

The Length field is defined by the amount of data contained in the UDP packet. To reduce packet overheads the amount of data contained in each UDP packet is selected such that the maximum 802.15.4 frame size of 127 byte is utilised.

The selection of a Source and Destination Port is not problematical. It can be assumed that well known ports can be used for data retrieval.

The calculation of the Checksum field is challenging. The checksum is mandatory in IPv6 and is calculated using a pseudo header. This pseudo header contains the IP Source Address, the IP Destination Address, UDP Length and IP Next Header field. As the IP Destination Address is included assumptions
regarding the IP address requesting stored information must be made. The checksum is calculated as the 16-bit one’s complement of the one’s complement sum of the pseudo header, the UDP header, and the data.

It is a reasonable assumption that a particular host is used most of the time to request information from nodes (e.g. the sink). The IP address of this node may be used for storage preparation.

In some cases data may be requested from a different node and the IP destination address used for checksum calculation does not match the destination of the data requestor. In this situation it is possible to correct the checksum in a way that does not require the decryption and encryption of all of the data again. Thus, performance is reduced as part of the stored data must be cryptographically processed before transmission but it is still beneficial in comparison with a system that does not combine secure storage and transmission (See Evaluation).

ESP can use encryption algorithms which operate on blocks (e.g. AES using 16-byte blocks). It is possible to decrypt only the first block of a larger stored ESP packet which will contain the UDP header and its checksum. Since the UDP checksum algorithm is a simple summation checksum re-calculation is trivial. By substituting the old destination address for the new destination address, a new checksum can be calculated. Now the first block of the ESP packet can be encrypted and it is ready for transmission to an alternative destination.

IV Construction: The IV does not have to be stored in the file system together with the encrypted ESP fields. An initial IV can be used and the storage block number is added to construct the IV.

Sequence Number Construction: If authentication is required it is possible to also store the ICV. As the ESP header includes a sequence number which is included in the ICV calculation, it is necessary to predict at storage time what sequence numbers will be used during communication.

Data belonging to a file is stored as sequence of ESP encrypted blocks and we can use the block number as ESP sequence number. IPsec allows us to reset the sequence number counters at the start of a communication relationship by establishing a new SA. Thereafter, data from the file can be delivered sequentially. In this setting we ensure that the communication uses sequence numbers that were selected at time of data storage.

11.3.3 Framework Usage

Application Layer Protocol: Nodes store data securely which may be requested by Internet hosts. Stored data has an application specific semantic. For exam-
ple, sensor values may be stored as a 4\textit{byte} sensor value together with a 4\textit{byte} time stamp and 2\textit{byte} sequence number. Nodes execute a storage application that is able to respond to queries such as “send sensor samples recorded between 12:00:00 and 13:00:00”. A host executes a storage application that is able to send these requests and to process arriving data. Host and node storage applications use UDP for communication. Similar to the well known FTP protocol, separate flows are used for command and data transfer which makes different IPsec security settings (including keys and security mechanisms) for both channels possible.

\textit{Security Configuration:} The IPsec Security Association (SA) defines how data flows are protected. The SA holds secret keys, encryption algorithm descriptions and IP addresses to identify flows. Each SA holds a security parameters index (SPI), which is a 32-bit value used by a receiver to identify the correct SA.

If each file should be encrypted with a different key it is necessary to specify distinct SAs that each use a unique SPI. The SPI is transmitted in the 6LoWPAN header in compressed form (See Section \[11.3.1\]). However, compression is only possible when the default SPI value is used; otherwise SPI information must be carried within the packet. Thus, the most frequently used file should use the default SPI in order to improve efficiency. In a practical setting this is not an issue as most nodes are using a single large file for storage of sensor data.

### 11.3.4 Implementation

We implemented the outlined framework for the Contiki [6] operating system. The implementation uses Contiki’s \(\mu\)IP stack with 6LoWPAN/IPsec extensions as defined in [3] as the communication component. The storage component uses Contiki’s Coffee filesystem (CFS) [7] with [5] to provide filesystem security extensions. The \(\mu\)IP stack was modified in order to enable direct passing of ESP encrypted packets from the filesystem to the communication stack. On the host side we used a standard Ubuntu Linux host.

For encryption/decryption we used AES in counter mode (CTR), with a 128\textit{bit} key, in either hardware (e.g. via the CC2420 radio chip present on many sensor node platforms) or the MIRACL [19] library if hardware support is not available. If authentication is required, AES-XCBC-MAC-96 is used to calculate the necessary ICV (Provided via cryptographic processor or the MIRACL library).

The maximum 802.15.4 payload is 127\textit{byte} and the available MAC layer
payload size is 102 byte. As seen in Figure 11.2, 7 byte are required for the compressed 6LoWPAN header, 12 byte are required for the compressed ESP header fields, 2 byte are required for the ESP trailer fields, 12 byte are required for the ICV if it is used and 8 byte are required for the UDP header. This leaves a maximum payload of 61 byte. The AES algorithm requires a minimum block size of 16 byte. Thus, the maximum feasible amount of data that can be stored per block before fragmentation must occur is 54 byte. Storage blocks contain 64 byte of encrypted data (8 byte encrypted elements of the UDP header, 2 byte encrypted ESP trailer and 54 byte payload). Other feasible payload sizes are 6, 22 and 38. To avoid padding an application should align write operations with these payload sizes.

At this point in time, our Contiki IPsec implementation does not support key exchange mechanisms such as the Internet Key Exchange (IKE) protocol. Keys are set manually before deployment. However, for most application scenarios this would not be an issue limiting the frameworks usability.

11.3.5 Security Discussions

In this section we briefly discuss the security of the combined storage and communication system. We consider key management, cryptographic algorithms, message encryption and message authentication. In particular, we determine if the combination of secure storage and secure communication provides weaker security than systems treating both subsystems individually.

Confidentiality - Communication is secured using IPsec’s ESP procedures. The solution does not deviate from procedures defined in the IPsec framework. An attacker with access to the communication channel has access to the same information as an attacker on any other ESP secured communication. If we consider IPsec a secure solution the provided solution can be considered secure as well.

Our implementation uses AES in counter mode (CTR) with 128 bit keys. The best known AES attack for this key length is four times better than exhaustive search [20], and does not adversely affect its security.

Integrity and Authentication - When authentication is required, the ICV is calculated and appended to the ESP. Here we have to balance security and performance needs. Storing the ICV along with the ESP will ensure data integrity and authentication for storage and communication. However, when storing ICVs along with the encrypted payload it is necessary to select sequence numbers at the time data is stored. Hence, sequence numbers are predictable and will repeat when stored file content is transmitted repeatedly. Thus, protection
against replay attacks in the communication channel is weakened. On the other hand, we will have performance gains as the ICV does not have to be computed at transmission time. If we decide to calculate the ICV before each transmission the replay protection is strongly enforced while the performance gains are reduced and stored data is missing integrity and authentication data.

To provide both, strong data integrity and relatively weaker anti-replay functionalities when the ESP authentication field (ICV) is also stored in flash memory, sequence numbers should be in order before calculating ICVs for all the stored packets in a file, and the sender’s and receiver’s counter should be reset (by establishing a new SA) prior to the transmission of a file.

**Storage** - Data is stored in the same format as it is later transmitted. An attacker with access to the file system has the same information available as an attacker with access to the communication channel. If transmitted information secured using ESP is considered to be secure then information stored in the file system must be considered secure as well.

**Key Management** - Data in flash memory is secured using the same key that is later used for communication. Hence, transmission of the same stored data requires usage of the same key on the communication link. It is not possible to negotiate a fresh key for each communication relationship compared to when IPsec is used on its own. However, many practical IPsec deployments use pre-shared fixed keys so we consider this a secure option.

Similarly, if multiple nodes have to be able to access the same stored information they will also have to use the same key for communication. This is similar to practical situations where IPsec is used with a single pre-shared key.

The proposed system has difficulties with revocation of keys; if a new key is selected data already stored in the flash file system must be re-encrypted, which is costly on resource constrained systems.

### 11.4 Evaluation

In this section we first discuss the costs in terms of storage overhead that are associated with the proposed scheme of combined storage and communication. Thereafter we analyse the processing performance and energy consumption gains associated with our scheme. We use our Contiki implementation for the Telos B platform.
11.4.1 Storage Overheads

Storing encrypted data together with the ESP fields that demand cryptographic processing requires additional storage space compared to a solution which would only store encrypted data.

If only encryption is used an extra 10\textit{byte} per stored data block is required. Thus, it is better to store large blocks (large ESP packets) as this reduces the overhead. Figure 11.3 shows the overhead in dependency of the payload size. We show overheads for payload sizes which align with the AES encryption block size of 16\textit{byte} and that do not require fragmentation when transmitted.

If authentication is also required then overheads increase as the ICV data of 12\textit{byte} has to be stored alongside the other encrypted information.

The results show that the proposed framework reduces the effective storage size of the available flash storage space on nodes by 40.7\% when using a payload size of 54\textit{byte} and use of ICV. However, if we consider a common flash memory size of 16\text{GB} in which an 10\textit{byte} sensor reading is recorded every minute the time until the storage capacity is exceeded is reduced from 3266\textit{years} to 1329\textit{years}. Both values are acceptable in any deployment context and it can be concluded that the necessary storage overhead is not a limiting factor of the proposed framework.

11.4.2 Performance Gains

The combined storage and communication framework provides performance improvements. To analyse performance benefits in detail we use 4 different experiments. In all 4 experiments, ESP encryption and authentication is provided. The different experiments are used to show increasing performance...
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benefits with increasing integration of storage and communication. Experiment A uses a system without the combining storage and communication. In these experiments (Experiment B, C, D) the framework is used in different configurations.

Experiment A is the baseline experiment where data is read from flash memory, decrypted and re-encrypted for IPsec conform transmission. In addition, authentication is provided and an ESP ICV is constructed. In Experiment B, ESP encrypted fields are stored in the flash memory and can be directly transmitted upon request. The ICV for authentication is still constructed at transmission time. Experiment C differs from Experiment B in terms of UDP checksum calculation. A non-matching IP address was used at storage time and a re-calculated before transmission is necessary. In Experiment D, ESP encrypted fields and the ESP authentication field (ICV) are stored in flash memory and can be transmitted directly upon request. All of the experiments are carried out with both software and hardware encryption. Table 11.1 summarises the experiment settings.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Encryption</th>
<th>Authentication</th>
<th>UDP checksum re-calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment A</td>
<td>individual</td>
<td>individual</td>
<td>-</td>
</tr>
<tr>
<td>Experiment B</td>
<td>combined</td>
<td>individual</td>
<td>not required</td>
</tr>
<tr>
<td>Experiment C</td>
<td>combined</td>
<td>individual</td>
<td>required</td>
</tr>
<tr>
<td>Experiment D</td>
<td>combined</td>
<td>combined</td>
<td>not required</td>
</tr>
</tbody>
</table>

Table 11.1: Experiment setup details used for evaluation. All experiments use ESP encryption and authentication. The combined storage and communication framework is used for different aspects. UDP checksum re-calculation is assumed in some settings.

Experiment A: Baseline experiment

In this experiment, data is read from a file and sent using conventional methods. ESP conform AES encryption is used for the storage component and communication component to allow for comparison with the other experiments. Payload data is read in blocks of 6, 22, 38 and 54 bytes. The payload is decrypted and then re-encrypted for IPsec transmission. ICV authentication data is constructed before transmission. Decryption is carried out within the Contiki CFS; encryption and ICV calculation is carried out within the Contiki µIP stack.
Figure 11.6 shows the time that is necessary on a node to process one payload. The processing time is measured from the start of the file system read operation to the completion of the packet transmission. The total processing time is broken down to show the contribution of significant individual operations:

- **CFS reading** is the time required to read data from the file system.
- **CFS decryption** represents the time necessary to perform data decryption.
- **ESP encryption** represents the time necessary to encrypt the ESP payload.
- **ESP ICV calculation** is the time required to produce authentication data.
- **Other operations** summarises the duration of all other operations.

Figure 11.4 shows the processing duration breakdown when cryptographic processing is carried out in software. The total time to prepare a single packet is 19.1 ms, 25.2 ms, 31.4 ms and 37.6 ms for 6 bytes, 22 bytes, 38 bytes and 54 bytes payload data, respectively. CFS reading time is 8%, CFS decryption time is 21.3%, ESP encryption time is 21.5% and ESP ICV calculation time is 25.1% of the overall processing time for 54 bytes payload.

Figure 11.5 shows the duration of operations when using hardware supported cryptographic processing. Total times for preparing a single packet are 11.8 ms, 14.5 ms, 17.1 ms and 19.7 ms for the different payload sizes. CFS reading time is 15.1%, CFS decryption time is 12.5%, ESP encryption time is 12.7% and ESP ICV calculation time is 13.8% of the overall time when preparing 54 bytes of data.

Enabling hardware support improves performance by 38.1%, 42.6%, 45.5% and 47.5% for 6 bytes, 22 bytes, 38 bytes and 54 bytes payloads, respectively.

The experiments show that when a 54 byte payload is transmitted processing the node spends 67.9% of the preparation time on cryptographic processing (software supported). This cryptographic processing time can be avoided by the proposed framework as we show in the following experiments.

**Experiment B: Storing ESP fields**

In this experiment, ESP encrypted fields are stored in flash memory with the payload data. 6, 22, 38 and 54 bytes payloads are used. As additional stored
Figure 11.4: With software encryption.

Figure 11.5: With hardware encryption.

Figure 11.6: Duration of different operations involved in preparing single packet for transmission with software and hardware encryption.
ESP fields are 10byte length 16byte, 32byte, 48byte and 64byte must be read from the file system. Compared to Experiment A CFS decryption and ESP encryption is now not necessary, so processing time is saved.

Figure 11.7 shows the duration for different operations when preparing a single packet for transmission with software encryption. Total times for preparing a single packet are 12.5ms, 15ms, 17.6ms and 20.2ms; and improvements in system performance when it is compared to the baseline experiment with software encryption are 34.6%, 40.4%, 43.9% and 46.3%.

Figure 11.8 shows processing times when using hardware encryption. Total times for preparing a single packet are 9.3ms, 10.7ms, 12.1ms and 13.5ms; and improvements in system performance when it is compared to the baseline experiment with software encryption are 51.3%, 57.7%, 61.6% and 64.1%.

It is notable that the CFS read time is less than in Experiment A even though more data has to be read from the file system (e.g. instead of 54byte, 64byte are read as ESP information is included). This is due to the fact that elements of the CFS can be bypassed when directly reading encrypted data for transmission.

Experiment C: Using a non-matching IP address

This experiment is similar to Experiment B. The difference is the IP address of the destination when carrying out ESP encryption for storage. The UDP checksum enclosed in ESP packets must be corrected before transmission. The time necessary to perform decryption of the 16byte block containing the checksum, its correction and encryption of the 16byte block containing the corrected checksum is referred to as UDP checksum preparation.

Figure 11.10 shows results using software encryption. The total time for preparing a single packet is 15.3ms, 17.9ms, 20.4ms and 23ms; and improvements in system performance when it is compared to the baseline experiment with software encryption are 20.1%, 29.1%, 35.1% and 38.9% for the different payload sizes.

Figure 11.11 shows results when using cryptographic hardware support. Total times are 10ms, 11.4ms, 12.8ms and 14.2ms; and improvements in system performance when it is compared to the baseline experiment with software encryption are 47.6%, 54.7%, 59.2% and 62.1% for 6, 22, 38 and 54byte data.

The correction of the UDP checksum, which may be necessary in cases we cannot anticipate the endpoint to which stored data must be delivered, is not very costly. For a 54byte payload using hardware support the performance gain is only reduced from 64.1% to 62.1%.
Figure 11.7: With software encryption.

Figure 11.8: With hardware encryption.

Figure 11.9: Duration of different operations involved in preparing single packet for transmission with software and hardware encryption when storing ESP encrypted fields.
Figure 11.10: With software encryption.

Figure 11.11: With hardware encryption.

Figure 11.12: Duration of different operations involved in preparing single packet for transmission with software and hardware encryption when using a non-matching IP address.
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Experiment D: Storing ESP and ICV fields

In this experiment all options of the proposed framework are in use. Data is stored in ESP compatible form alongside the ICV authentication data. In this case no encryption processing is required when data is requested, and thus processing times are independent from cryptographic algorithm implementations (hardware or software). The results are shown in Figure 11.13. For direct comparison we again show the results of Experiment A (software encryption) in Figure 11.14.

In this experiment, ESP encrypted fields and ESP authentication field (ICV) are stored in flash memory together with the payload data. As encrypted fields have a length of 10 bytes and the authentication field (ICV) is 12 bytes long, blocks of 28 byte, 44 byte, 60 byte and 76 byte have to be read for different payload sizes.

Compared to the previous two experiments, CFS read times increase as the additional ICV has to be read. Total time for preparing a single packet is 8.1 ms, 9.1 ms, 10 ms and 10.9 ms. Improvements in system performance when compared with the baseline experiment with software encryption are 57.5%, 64.1%, 68.3% and 71% for 6, 22, 38 and 54 byte payload data.

These results show that the proposed framework of combined storage and communication can achieve significant performance gains. When the framework is used, requested data can be delivered approximately 3 times faster as cryptographic processing is not required at the time when data is prepared for delivery.

11.4.3 Energy Consumption

We have shown that combining secure storage and communication reduces processing time on sensor nodes. However, it is not immediately clear if savings in processing time translate to energy savings as the proposed mechanism changes usage patterns of hardware components such as flash memory and hardware encryption.

We therefore compare energy consumption of the conventional storage method with our combined storage and communication method. We use the setups previously described as Experiment A and Experiment B. We use energy consumption values for CC2420 radio operations and ST M25P80 flash operations from the Tmote Sky datasheet [21], and for CC2420 hardware cryptographic support from [22].

If 54 byte data is required to be stored and transmitted later using the con-
Figure 11.13: Combined storage and communication

Figure 11.14: Individual security processing

Figure 11.15: Duration of different operations necessary to prepare a single packet for transmission when using the combined storage and communication framework and when using individual storage and communication security solutions.
ventional method, 54byte data has to be encrypted and written to the flash memory for storage; 54byte data has to be read from the flash memory and has to be decrypted; 64byte data has to be encrypted in IPsec; 80byte data has to be authenticated in IPsec and the packet has to be transmitted, respectively. In case that 54byte of data is required to be stored and transmitted using combined storage and communication method, 64byte data has to be encrypted and written to flash memory for storage; 64byte data has to be read from the flash memory; 80byte of data has to be authenticated and the packet has to be transmitted.

The system is able to skip two cryptographic operations when using combined secure storage and communication. Therefore, the energy consumption decreases by 32.1%, even when additional 10byte have to be written to and read from flash memory. Due to space restrictions we do not detail energy savings for all other experiment combinations as discussed in the previous section. However, in all cases our proposed method leads to energy savings. In the worst-case, energy consumption decreases by 18.7% (in Experiment D with 6byte data size).

11.5 Conclusion

We have shown that combined secure storage and communication can reduce security related real-time processing on nodes dramatically (up to 71% reduction). As shown, this can be achieved while decreasing as well a nodes power consumption (up to 32.1%). Furthermore, we have shown that this is possible within the context of the IP protocol family which we believe will be used in the future IoT. The described solution requires additional storage space on nodes. However, we believe that currently available flash memory sizes can absorb these overheads.

Data on nodes must be secured when stored and transported in order to implement a comprehensive security solution. As resource-constrained embedded systems are limited in resources it is necessary to find efficient solutions. As shown, the proposed framework combining security aspects of storage and communication can help to achieve this goal.
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